Symbolic Model-Based Testing for
Real-Time Systems

Wilkerson de Lucena Andrade

Thesis submitted to Coordenação do Curso de Pós-Graduação em Ciência da Computação of Universidade Federal de Campina Grande in partial fulfillment of the requirements for the degree of Doctor in Computer Science.

Research Area: Computer Science
Research Line: Software Engineering

Patrícia Duarte de Lima Machado
(Supervisor)

Campina Grande, Paraíba, Brazil
©Wilkerson de Lucena Andrade, April 2011
Abstract

Real-time systems are the ones whose correct behaviour depends not only on the generated results but also on whether the results are generated at the right time-points. Real-time systems are used in different contexts such as monitoring of patients in hospitals, air traffic control systems, and embedded systems in robots, appliances, vehicles, and so on. For these systems, dependability is an important property that demands rigorous application of V & V activities, since defects can mean losses in financial, environmental or human areas. As the costs and consequences of failures can be high, formal verification and model checking have been used in the V & V process. However, as these approaches have practical limitations, testing is also used as a complementary approach since it allows the execution of real scenarios within execution environments. Consequently, there is a growing interest in the search for methods, techniques and tools to support the testing of real-time systems, which poses a number of distinguishing challenges such as implementations composed of parallel activities with synchronous and asynchronous events (interruptions), with different deployment architectures, and resource limitation and time constraints on the execution environment. This thesis focuses on model-based conformance testing of real-time systems. In this context, current approaches are mostly based either on finite state machines/transition systems or on timed automata. However, most real-time systems manipulate data while being subject to time constraints. The usual solution consists in enumerating data values (in finite domains) while treating time symbolically, thus leading to the classical state explosion problem. This thesis proposes a new model of real-time systems as an extension of both symbolic transition systems and timed automata, in order to handle both data and time requirements symbolically. We propose a conformance testing theory to deal with this model and describe a test case generation process based on a combination of symbolic execution and constraint solving for the data part and symbolic analysis for timed aspects. Moreover, the proposed approach can deal with interruption testing. Finally, two case studies were performed in order to evaluate the practical application of the proposed approach.
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Chapter 1

Introduction

Software systems are more and more complex and omnipresent in our lives, be they through Internet or embedded systems. In this same proportion, a special kind of application has become increasingly common, for instance, monitoring of patients in hospitals, air traffic control systems, and embedded systems in robots, mobile phones, appliances, vehicles, aircraft, and so on. All these applications have an important characteristic in common: time requirements. For such systems, the correct behaviour depends not only on the generated results but also whether the results are generated at the right time-points. Computer systems with time constraints are known as Real-Time Systems (RTS).

Most RTS are developed for specific purposes and are composed of tightly coupled hardware and software integration. In this case, these systems are called Real-Time Embedded Systems (RTES) [86]. Considering the possibilities of using the real-time systems cited above, we can see that several RTS are complex and critical, since defects can mean losses in financial, environmental or human areas. For these systems, dependability is an important property that demands rigorous application of Verification and Validation (V & V) activities. As the costs and consequences of failures are high, formal verification and model checking have been used in the V & V process. However, these approaches have practical limitations. In this context, testing arises as an important complementary approach since it allows the execution of real scenarios within execution environments. Furthermore, testing is one of the most popular validation techniques and if used in an effective way may provide important evidences of product quality and reliability. Thus, one of the challenges today is the search for methods, techniques and tools to support the testing of RTES.
Particularly, testing RTES poses a number of distinguishing challenges such as the development platform is usually different from the execution platform, and also there are several execution platforms leading to several cross-development environments. Moreover, RTES are usually composed of parallel activities with synchronous and asynchronous events (interruptions), with different deployment architectures, and resource limitation and time constraints on the execution environment. In this context, interruptions are usually applied so that services can be activated as soon as demanded. For this, the task running in the foreground is instantly suspended to release resources for the interrupting task. After interruption, the interrupted task should resume from the point where it stopped [2, 55, 79, 86]. As an example from the mobile phone context, when a user is composing an e-mail by using a mobile phone device and an incoming call arrives in this device, the call feature interrupts the e-mail feature that must successfully resume later.

Most work on V & V, in the RTS context, are related to the model checking field [13, 31, 54]. Model checking is a technique used to verify, in an automated and accurate manner, the correctness of models. Through the use of models and properties specified in various formalisms, a model checker verifies whether a model satisfies a particular property. However, if the same rigour is not applied to the test of the implementation, a gap is created between these processes, allowing the presence of defects in the implementation even if the model has been successfully verified.

In this sense, several approaches were developed in order to adapt model checking techniques to support test case generation [19, 46, 60, 80]. Furthermore, some classic testing approaches have been extended to support the test of RTS, for instance, model-based testing [73], specially conformance testing [78] and the use of test purposes to select specific scenarios to be verified [17, 87]. Also, some approaches extend finite state machines (FSMs) and their associated methods to deal with time [46, 97].

There are still very few works in this context and most of them use either (variations of) state machines or (variations of) timed automata as the underlying model. However, most approaches to testing real-time systems abstract only time and enumerate data values. This is not suitable when the specification uses large or infinite data domains because data values are enumerated, leading to the state space explosion problem.

In practice, RTS handle variables and action parameters. Thus, powerful models are
needed where variables, action parameters and time are explicitly modelled and treated in a symbolic way. There are few works whose goal is to provide symbolic approaches to software testing [27; 32; 52; 63; 64; 65; 72; 85; 108; 113; 114; 120]. However, most of these approaches do not take time requirements into account [27; 32; 52; 63; 64; 65; 72; 85; 108] and the most recent approaches presented in [113; 114; 120] are far from a complete testing approach. The work described in [120] proposes a new symbolic model along with a symbolic conformance relation but neither test cases are formally defined nor algorithms for test case generation are presented. The conformance testing approach proposed in [113; 114] is restricted to data-flow real-time systems making it difficult to test interruptions. Moreover, test cases are not formally defined, algorithms are not presented and there is no tool to support the work.

The rest of this chapter is structured as follows. An overview of this thesis along with its main contributions are presented in Section 1.1. The adopted methodology is described in Section 1.2. Finally, Section 1.3 presents the structure of this thesis.

1.1 Overview of the Thesis

This thesis focuses on symbolic model-based conformance testing of real-time systems where the implementation is a black-box whose internal details are unknown. Thus, the tester can only interact with the implementation through its observable behaviour (inputs and outputs). In this kind of testing, test cases are derived from a formal specification, based on a conformance relation between the implementation and the specification, and used to guide the verdicts of test execution [118]. The verdicts are decided by a component called oracle. In this context, this thesis addresses the following research questions:

**Research Question 1**  *In which ways can we extend the symbolic model-based testing theory to be able to test real-time systems in an accurate manner?*

**Research Question 2**  *In a real-time symbolic model-based testing context, how can we provide models to be able to specify and test asynchronous events such as interruptions in an accurate manner?*
Research Question 3  \textit{In a real-time symbolic model-based testing context, is it possible to provide an automated oracle?}

In order to answer these research questions, this thesis proposes a new approach to testing real-time systems. In this sense, our main contributions are:

- A new model-based conformance testing approach to real-time systems is proposed, where the system under test (SUT) is modelled through an extension of both symbolic transition systems and timed automata, thus dealing with both data and time requirements;

- We propose a test case generation process based on test selection using test purposes, which is based on symbolic execution and constraint solving for the data aspects combined with symbolic analysis of timed aspects. Although the proposed symbolic model can represent internal actions and non-determinism, the algorithms defined for test case generation do not take these characteristics into account. Moreover, quiescence and non-input-completeness of implementations are outside the scope of this thesis;

- A strategy to interruption testing is proposed along with a simple way of defining test purposes in order to check specific scenarios with interruptions;

- Our testing approach provides, besides algorithms for test case generation, a complete definition of a test architecture including automatic ways of test execution and reliable verdicts achievements.

The practical application of the proposed approach is evaluated using two case studies. In one case study all test process is performed (from test case generation to test case execution) since an implementation of the system is available. On the other hand, as the second case study does not have an implementation of the system, only the test case generation is considered. The obtained results show that the proposed approach reduces the effort spent to perform the test process since test case generation and evaluation of test execution results are completely automated. However, some points of improvements in the test case execution activity were detected.

It is important to remark that this thesis considers the following assumptions in order to address the defined research questions:
1.2 Methodology

In general, the methodology used to develop this work is described as follows:

- The first step was to perform a review of work on model-based testing of real-time systems for identifying open problems. It is important to mention that this review was constantly updated during the development of this work;

- The problem of testing interruptions was investigated in a non-real-time context. In this case, an interruption testing approach was proposed to reactive systems;

- Execution of a case study for evaluating the proposed interruption testing approach;

- Symbolic model-based approaches were studied and one approach was chosen as the underlying theory;

- An interruption testing strategy was defined for the chosen non-real-time symbolic model-based approach;

- The chosen symbolic model-based formalism was extended to deal with time requirements and its semantics was formally defined;

- Formalisation of the concept of test case and test purpose;

- An existing conformance relation was chosen to be used in the proposed approach;

- Definition of test case generation and selection algorithms;

- Formalisation of the notion of verdicts considering that a test case execution can produce one of the following verdicts: pass, fail, or inconclusive;
1.3 Outline of the Thesis

The remaining parts of this document are structured as follows:

**Chapter 2: Background**  This chapter provides the theoretical background necessary to understand this work, including concepts of the software testing field such as test cases, oracles, and testing techniques. Finally, concepts related to real-time systems are presented.

**Chapter 3: Interruption Testing of Reactive Systems**  This chapter presents an approach to conformance testing of reactive systems with interruptions. Real-time systems are not considered yet.

**Chapter 4: Related Work and Problem Statements**  This chapter presents a review of relevant work on testing of real-time systems. Finally, some open problems are described.

**Chapter 5: Timed Input-Output Symbolic Transition Systems**  This chapter proposes the symbolic formalism defined in order to abstract data and time.

**Chapter 6: Conformance Testing with TIOSTS**  This chapter presents the conformance testing theory to deal with the model proposed. Moreover, the test case generation process is described along with a discussion of some properties of the generated test cases.

**Chapter 7: Interruption Testing of Real-Time Systems**  The strategy of modelling and testing interruptions using the proposed symbolic formalism is described in this chapter.
Chapter 8: Case Studies  This chapter presents a practical demonstration of the proposed symbolic model-based testing approach to real-time systems.

Chapter 9: Concluding Remarks  This final chapter presents the conclusions and prospects for future work.
Chapter 2

Background

This chapter has as main objective to provide a theoretical foundation related to the concepts discussed in this thesis. It discusses concepts from the software testing field, with emphasis on model-based testing and symbolic testing, and concepts from the real-time systems context.

2.1 Software Testing

Software testing is an activity that involves the effort to find evidences of defects inserted into the software during any phase of development or maintenance of software systems. These defects may be due to omissions, inconsistencies or misunderstanding of requirements or specifications by developers [95]. In the software testing context, some concepts are widely used: failure, fault, and error. According to Binder [18], a failure is the manifested inability of a system to correctly perform a required function; a fault is defined as the absence of code or the presence of incorrect code in a computer program that causes the failure; and error is a human action that results in a software fault.

Testing is an important activity that contributes to ensuring that a software system does everything it is supposed to do. Some testing efforts extend the focus to ensure an application does nothing more than it is supposed to do. In any case, testing provides means to assess the existence of defects (faults) which could result in a loss of time, property, customers, or life [95].

For a long time, the software testing process was defined within software development
processes as a disconnected activity that was only taken into account at the end of the development processes. This traditional view is considered as being inefficient because of high costs associated with correction of detected errors and maintenance of software. This has contributed to the development of methods and systematic testing techniques where the testing activities are applied in parallel during the development process \[95\].

There are several kinds of tests that can be applied depending on the property of the systems to be tested (for instance, interface, performance, safety, etc.), and their type (for instance, object-oriented software, distributed systems, reactive systems, real-time systems).

The remainder of this section presents several concepts related to software testing and that are important to understand this thesis, such as test cases, oracles, approaches to identify and generate test cases, conformance testing, and some testing techniques such as model-based testing, property oriented testing, and symbolic testing.

### 2.1.1 Test Cases

A test case is a set of inputs, execution conditions, and expected results chosen in order to test a particular behaviour of a system \[18\]. The main key of software testing is to determine a set of test cases (named test suite) for the software system to be tested. Every test case must have at least the following information \[67\]:

- **Inputs**
  - Conditions that must be satisfied before the test execution;
  - The actual inputs chosen to test the system;

- **Outputs**
  - Postconditions that must be satisfied after the test execution;
  - The actual output produced by the system under test.

Moreover, a good test case must present additional information for supporting the testing management \[67\]. For example, a test case may have a unique identifier, a purpose, an execution history, etc. Considering all this information, the act of testing consists in satisfying
the preconditions, providing the test case inputs, observing the outputs, and then comparing these outputs with the expected outputs to decide whether the test pass or not.

In the context of this work, test cases can be classified into two types: instantiated and abstract test cases. We say that a test case is instantiated when the values of all variables needed for the test execution are properly assigned during the test case generation process, whereas we say that a test case is abstract when it has variables with unassigned values. In the latter case, the tester must assign values, according to the preconditions, during the test execution.

### 2.1.2 Oracles

The execution of a test case emits a pass verdict when the system produces an acceptable result. In order to decide which verdict must be emitted, an evaluation is made by comparing the actual result with an expected result. The component responsible for performing this evaluation is called test oracle or simply oracle [18]. Thus, an oracle is a mechanism that applies a pass or fail verdict to a system execution [105]. For this, it is necessary a result generator and a comparator. The former is responsible for generating the expected results for an input and the latter has the objective of checking the actual results against the expected results.

Considering that a test oracle is a generation and comparison mechanism, it can be classified into three types: manual, automated, and partially automated [18]. Considering the manual oracle, both generation and comparison are manually performed. In the automated oracle, both generation and comparison are automatically performed. Finally, in the partially automated oracle, one of the activities is manually performed, whereas the other is automatic.

Several artefacts developed during the development process can support the testing process as an oracle. The system specification can be used as an oracle, a table of examples of inputs and expected outputs or simply the knowledge of how the software system should operate provided by the development team can be also used as an oracle [18].

In practice, manual and partially automated oracles are error-prone. If a system under test fails to provide some functionality in a very common situation (for example, a menu option is in a wrong place, the system is aborted with an exception or it is restarted), then maybe it can be seen to have a fault. But considering an expected output, specified only
by an imprecise description in natural language, a tester may fail to notice a failure. To do better, an oracle must be automated. But, due to the semantic gap between specification and real application values, a problem named the oracle problem arises when an automated mechanism to emit verdicts cannot be defined [91, 92].

The concepts of test case, test suite, and oracle can be related based on a formal framework [56; 91]. Let \( \text{IUT} \) be an implementation of a software system under test whose input domain is \( D \) and output domain is \( X \). Let \( TC \) be a test case which is defined as a total function from elements of \( D' \subseteq D \) to elements of \( X' \subseteq X \). Then \( \text{dom}(TC) = D' \) denotes the domain of \( TC \). Also, let \( TC(p) \) be the corresponding expected output for a given input \( p \in \text{dom}(TC) \) and \( \text{IUT}(p) \) denote the actual result of executing \( \text{IUT} \) with input \( p \). The \( TC \) passes the system \( \text{IUT} \) if and only if it passes \( \text{IUT} \) on all inputs in \( \text{dom}(TC) \), that is, \( \text{IUT}(p) = TC(p) \) for all \( p \in \text{dom}(TC) \). As \( \text{dom}(TC) \) is likely to be infinite, a finite test suite \( T \subseteq \text{dom}(TC) \) needs to be selected. A function \( O \) is called an oracle for \( \text{IUT} \) on \( TC \) if for all \( p \in D \) [91]:

\[
O(p) = \begin{cases} 
  \text{true}, & \text{if } \text{IUT}(p) = TC(p) \\
  \text{false}, & \text{if } \text{IUT}(p) \neq TC(p) \\
  \text{true}, & \text{if } p \notin \text{dom}(TC) 
\end{cases}
\]

Considering the oracle problem, it arises because of the limitation in the definition of an effective procedure to compare \( \text{IUT}(p) \) with \( TC(p) \), mainly because these values are defined at different levels of abstraction [91].

### 2.1.3 Test Cases Identification

The two fundamental approaches used to identify test cases are known as structural and functional testing [67]. Each of these approaches has its advantages and disadvantages.

Structural testing, also known as white box testing, is a kind of testing where test cases are identified based on the system implementation. The objective of structural testing is to test procedural details [101]. Because structural testing is based on the implementation, it can test parts of the system that are not in the specification, but, on the other hand, the structural testing fails to identify behaviours which are in the specification, but have not been implemented.

Functional testing (also known as black box testing) is a kind of testing based on the
view that the software system can be considered as a function that maps values from its input
domain to values in its output domain [67], that is, a kind of testing performed to verify
whether, for a given input, the system produces the correct output. Functional testing is
performed only based on the specification of the system.

Because functional test cases are only identified based on the specification, they are inde-
dependent of how the system is implemented, unlike structural test cases, and therefore, even
if the implementation of the system is changed, the test cases are still useful. Another impor-
tant advantage is that testing activities can be performed in parallel with the implementation,
contributing to a better understanding and correction of models and specifications from ini-
tial stages of the development processes, avoiding late detection of problems, thus reducing
the impact and costs associated with the changes.

In addition to the classification of tests following the fundamental approaches, structural
and functional, we can make a new distinction with respect to several aspects of the behaviour
of the system to be tested. When the specification is defined by models, the approach is called
model-based testing [43]. When the test is carried out to verify whether the system has the
planned functionalities and if those functionalities are in accordance with the specification,
it is called conformance testing [117]. When the goal is to test specific properties of the
system, test case generation can be guided by informal descriptions of the behaviours to be
tested. In this case, the approach is called property oriented testing [62].

2.1.4 Model-Based Testing

In the last decade, perhaps due to the popularization of object-oriented programming and
use of models in software engineering, there was a great development of a testing technique
known as model-based testing (MBT). MBT is a general term used to name a set of tech-
niques based on models of applications being tested in order to perform activities of test [43].
Such activities can be either generation of test cases or evaluation of test results.

The main activities related to model-based testing, shown in Figure 2.1, are described
below:

**Build the model:** the model is built from the requirements of the software system under

---

1 As models are considered as specifications in this thesis, these terms are used interchangeably.
test.

**Generate test cases:** test cases are extracted from the model with the objective of evaluating whether the system is in accordance with its requirements.

**Generate test oracle:** the test oracle is generated based on the model. The test oracle is responsible for deciding which outputs indicate the correct behaviour of the system, that is, the expected results.

**Run tests:** the application is exercised with generated test cases, producing new outputs.

**Compare actual outputs with expected outputs:** the outputs of the system under test, obtained in the previous step, are compared by the test oracle with the expected outputs.

The process of model-based testing begins when the requirements of the software system are defined. From requirements, a model that represents the expected behaviour of the system is built. After defining the model, the next step is the generation of test cases. The specification of test cases includes, among other information, expected inputs and outputs. Using these inputs, the system is executed and its behaviour is observed. The last step is to compare the obtained outputs with the expected outputs to assess whether or not the system is in accordance with requirements.

One of the main advantages of using MBT is that the generated model can serve as a reference point for communication between all the people involved in the development process. Another important advantage is that the most popular models have a rich theoretical basis that facilitates the generation and automation of the testing process [43].

One drawback of using MBT is the need of knowing the notation of the model and the theoretical basis to take the most of the model chosen. To make the team acquire the necessary knowledge implies investment in training and lack of time, in addition to time spent on the construction of the model [43]. Another disadvantage is the high dependence with respect to the model, that is, as the test activities are carried out based on the model of the system, the quality of testing is directly related to the quality of the model.
2.1.5 Conformance Testing

Conformance testing is a kind of testing used to verify whether the implementation of a software system is in accordance with the specification of its functional behaviour. So, this subsection presents, in a formal manner, a conformance testing approach based on the framework proposed by Tretmans [118]. Therefore, it is important to link the informal world of implementations and tests with the formal world of specifications and models.

Conformance testing relates a specification and an implementation under test (IUT) by the relation $\text{conforms-to} \subseteq \text{IMPS} \times \text{SPECS}$, where $\text{IMPS}$ represents the universe of implementations and $\text{SPECS}$ represents specifications. Then, IUT $\text{conforms-to}$ $s$ if and
only if IUT is a correct implementation of s.

The conforms-to relation is hard to be checked by testing and the implementations are generally unsuitable for formal reasoning. Therefore, a test hypothesis is assumed where any IUT can be modelled by a formal object \( i_{\text{IUT}} \in \text{MODS} \), where \( \text{MODS} \) represents the universe of models [15]. Then, an implementation relation \( \text{imp} \subseteq \text{MODS} \times \text{SPECS} \) is defined such that IUT conforms-to s if and only if \( i_{\text{IUT}} \text{imp} s \).

Let \( \text{TESTS} \) be the domain of test cases and \( t \in \text{TESTS} \) be a test case. Then \( \text{exec}(t,\text{IUT}) \) denotes the operational procedure of applying \( t \) to \( \text{IUT} \). This procedure represents the test execution. Let an observation function that formally models \( \text{exec}(t,\text{IUT}) \) be defined as \( \text{obs} : \text{TESTS} \times \text{MODS} \rightarrow \mathcal{P}(\text{OBS}) \). Then, for all \( \text{IUT} \in \text{IMPS} \) and \( \text{t} \in \text{TESTS} \), \( \text{exec}(t,\text{IUT}) = \text{obs}(t, i_{\text{IUT}}) \), according to the test hypothesis.

A complete test suite is a very strong requirement for practical testing. Then, weaker requirements are needed. A test suite is sound when all correct implementations and possibly some incorrect implementations pass it, that is, any detected faulty implementation is non-conforming, but not the other way around. Let \( T \subseteq \text{TESTS} \) be sound. Then, IUT conforms-to s \( \Rightarrow \) IUT passes \( T \). The other direction of the implication is called exhaustiveness, meaning that all non-conforming implementations will be detected.

In practice, sound test suites are more commonly accepted, since rejection of conforming implementations, by exhaustive test suites, may lead to unnecessary debugging. Let \( \text{der}_{\text{imp}} : \text{SPECS} \rightarrow \mathcal{P}(\text{TESTS}) \) be a test suite derivation algorithm. Then, \( \text{der}_{\text{imp}}(s) \) should only produce sound and/or complete test suites.

This testing framework is instantiated by several works using the most different notations. For instance, Tretmans [118] instantiated the framework with Labelled Transition Systems (LTS), Jard and Jéron [62] instantiated it using Input-Output Labelled Transition Systems (IOLTS), Larsen et al. [80] and Krichen [73] instantiated the framework using Timed Input-Output Transition Systems (TIOTS), Briones and Brinksma [23] extended the Tretmans’
framework for real-time systems, etc.

One of the most important properties considered in conformance testing is called quiescence. In practice, tests observe the behaviour of the system and its quiescence, that is, the absence of outputs. Quiescence is observed using timers, for instance, whenever a tester sends an input to the implementation, a timer is reset. The duration of the timer is chosen such that, if no output occurs while the timer is running, then no output will ever occur. Then, when the timer finishes, the tester can conclude that the implementation is quiescent. This approach avoids the rejection of implementations expected to be quiescent in some points and rejects the implementations that are not, ensuring the soundness of the test cases.

In order to distinguish between observations of quiescence that are allowed by a specification and those that are not, all possible points where an implementation may become quiescent must be made explicit in the specification. There are three possibilities of quiescence: deadlock, output quiescent, and livelock [62]. A deadlock state is a state where the system cannot evolve anymore. An output quiescent state is a state where the system is waiting only for an input from the environment. And, livelock is related to the loops of internal actions, that is, loops of actions that are not seen from the environment.

2.1.6 Property Oriented Testing

It is important to note the difference between testing for conformance and testing from test purposes. The former aims to accept/reject a given implementation. On the other hand, the latter aims to observe a desired behaviour that is not necessarily directly related to a required behaviour or correctness. If this desired behaviour is observed then confidence on correctness may increase. Otherwise, no definite conclusion can be based solely on this information. Due to its overloaded use, test purpose is called observation objective in [41]. Nevertheless, the term test purpose is kept in thesis. The concepts introduced in Subsection 2.1.5 are extended for test purposes in this subsection.

Test purposes describe desired observations that we wish to see from the implementation during the test. Test purposes are related to implementations that are able to exhibit them by a well chosen set of experiments. This is defined by the relation $\text{exhibits} \subseteq \text{IMPS} \times \text{TOBS}$, where $\text{TOBS}$ is the universe of test purposes. To reason about exhibition, we also need to consider the test hypothesis from Subsection 2.1.5 by defining the $\text{reveal}$ relation $\text{rev}$
Let a verdict function $H_e : \mathcal{P}(\text{OBS}) \rightarrow \{\text{hit}, \text{miss}\}$ which can decide whether a test purpose is exhibited by an implementation. Then, \textit{IUT hits $e$ by $T_e = \text{def } H_e(\text{EXEC}(t_e, \text{IUT})) = \text{hit}$. This is extended to a test suite $T_e$ as \textit{IUT hits $e$ by $T_e = \text{def } H_e(\bigcup \{\text{EXEC}(t, \text{IUT}) \mid t \in T_e\}) = \text{hit}$. which differs from the \textit{passes} abbreviation.

An \textit{e-complete} test suite can distinguish among all exhibiting and non-exhibiting implementations, such that, \textit{IUT exhibits $e$ if and only if $\text{IUT hits $e$ by $T_e$. An e-exhaustive} test suite can only detect non-exhibiting implementations ($\text{IUT exhibits $e$ implies $\text{IUT hits $e$ by $T_e$}$), whereas an \textit{e-sound} test suite can only detect exhibiting implementations ($\text{IUT exhibits $e$ if $\text{IUT hits $e$ by $T_e$}$). Note that the purpose of the \textit{sound} test suites and \textit{e-sound} test suites are similar, even though the implications are relatively inverted. \textit{Sound} test suites can reveal the presence of faults, whereas the \textit{e-sound} can reveal intended behaviour.

Conformance and exhibition can be related aiming to consider test purposes in test selection to obtain test suites that are sound and e-complete. We want \textit{e-soundness} so that we can conclude that a hit result always implies exhibition, whereas we require \textit{e-exhaustiveness} because we want to be able to find all implementations that are able to exhibit. Soundness provides us with the ability to detect non-conforming implementations. Contrary to complete test suites, \textit{e-complete} test suites are feasible.

Finally, it is important to remark that both conforming and non-conforming implementations may reveal a test purpose. An ideal situation, where all correct implementations also exhibit, would be to only consider a test purpose $e$ when $\text{rev } e \supseteq \text{passes } T$, where $T \subseteq \text{TESTS}$. However, this situation is not practical. Test purposes are chosen so that: $\{i \mid \text{rev } e\} \cap \{i \mid \text{imp } s\} \neq \emptyset$. In this case, a test execution with test case $T_{s,e}$ that is both sound and e-complete and that results in \textit{fail} means non-conformity, since sound test cases do not reject conforming implementations and e-complete test cases distinguish between all exhibiting and non-exhibiting implementations. Also, if the result is $\{\text{pass, hit}\}$, confidence on correctness is increased, as the hit provides possible evidence of conformance.
2.1.7 Test Case Generation

The test case generation activity can be done following two different approaches: offline or online testing. In offline testing, all test cases are extracted from the specification, after that, they are executed against the implementation to obtain a verdict.

The other approach to test case generation is online (on-the-fly) testing where the generation and execution are combined into a single step. In this approach, a single action or input is extracted from the specification at a time and it is immediately executed on the implementation. Then the output produced by the implementation is checked against the specification. After that, another action or input is extracted again and so forth until the end of the test, or until a defect (fault) is detected.

As advantages, the offline test generation can be guided to generate test cases in order to reach some objective, e.g. specification structural coverage, test specific behaviours with test purposes, and so on. During the offline test generation, all time constraints are resolved before the execution, so the generated test cases are cheaper and faster to execute [59].

One of the main advantages of online testing is that the classical state space explosion problem is reduced because only a limited part of the state space needs to be stored at any point in time, whereas the state space explosion problem is very common when the offline approach is adopted because the state space needs to be entirely built and stored. Another advantage of online testing is that some important characteristics of real implementations as non-determinism can be treated during the test execution more easily. However, online testing may not be applicable in environments with limited resources, for example in the test of some embedded systems (e.g. smart cards, mobile phones, music players, etc), because of the need of very efficient test generation algorithms and many resources to execute them.

2.1.8 Symbolic Execution

Symbolic execution is a technique for analysing programs which represents program inputs with symbolic values instead of concrete values [33, 71]. The execution of programs is simulated by manipulating expressions involving symbolic values. Thus, the outputs are expressed as a function of the symbolic inputs. This technique is used in different contexts such as test input generation, reachability analysis, partial correctness proving of programs,
Algorithm 2.1: Code for Swapping Two Integers Variables

```cpp
int x, y;
if (x > y) {
    x = x + y;
    y = x - y;
    x = x - y;
    if (x - y > 0) {
        assert(false);
    }
}
```

etc.

The execution paths of a program identified during its symbolic execution are represented as a symbolic execution tree, whose nodes are the program states connected by program transitions. A program state includes the symbolic values of program variables, a path condition (PC), and a program counter. A path condition is a (quantifier-free) boolean formula over the symbolic inputs. When a PC is satisfiable means that it is possible to reach the specific program point associated with it. Otherwise, the referred specific program point is unreachable.

Consider the code fragment in Algorithm 2.1, which swaps the values of integer variables \( x \) and \( y \) when \( x \) is greater than \( y \), with its corresponding symbolic execution tree presented in Figure 2.2 where transitions are labelled with program statement line numbers [104]. At the beginning, \( PC \) is true and \( x \) and \( y \) have \( X \) and \( Y \) as symbolic values, respectively. At each statement of the code, \( PC \) is updated according to conditions associated with variables. Analysing the symbolic execution tree of Figure 2.2, it is possible to conclude that line 7 of Algorithm 2.1 is unreachable because the corresponding \( PC \) is not satisfiable. In practice, constraint solvers are used to verify whether a path condition is satisfiable.

### 2.1.9 Symbolic Testing

In the last years, several theories and techniques of test case generation have been developed through specifications modelled by variations of the classic LTS [12; 29; 40; 62; 85; 117]. Basically, LTS models and its variations represent a system behaviour through a graph where
the states are the possible system configurations and the edges represent the action of moving between these configurations through actions occurrence.

However, LTS models are not suitable when the specification uses large or infinite data domains because each value in the data domain is represented as a system state, leading to the classical state space explosion problem. Consequently, many tools can only be used in very restricted and finite domains.

In practice, test cases (written, for example, using TTCN [49]) can be real programs with parameters and variables. In this context, a new approach to testing arises: symbolic testing. Symbolic testing is a testing approach based on powerful models where variables and parameters are explicitly modelled and treated in a symbolic way.

In the context of symbolic models, the principle is to adapt some existing approach to, beyond representing the system behaviour, represent the system data without enumerating the data values. There are still very few works in this context and most of them use (variations of) state machines or labelled transition systems as the underlying model.

State machines tend to be used in synchronous contexts, where inputs and outputs appear together in a single transition. Thus, they are unsuitable for representing some characteristics of reactive systems such as non-determinism and interruptions. Considering the use of state
machines, there is a tool named GAST [72] that was extended to deal with Extended Finite State Machines (EFSM) specifications. In this tool, properties and data types are expressed in first-order logic, and based on this information, test data is automatically generated. This tool is less suitable for testing because the concept of state is not present in a clear manner, even though it is possible to represent states defining explicitly a complex data structure that represents the state space. GAST’s algorithm unfolds, in an on-the-fly way, the data type structure in order to select a path in the EFSM.

The use of (variations of) labelled transition systems is more common in the literature. Lestiennes and Gaudel [85] developed a strategy of test generation and selection based on selection hypotheses combined with an operation of unfolding algebraic data types and predicate resolution. Frantzen et al. [52] extended the theory presented in [117] to support software testing based on symbolic models. The symbolic framework developed by Frantzen et al. uses concepts from first-order logic as underlying theory for dealing with guards and variables, quiescence is taken into account, and some ideas about coverage is discussed. However, the symbolic framework does not consider test purposes and there is no tool support. Calamé et al. [27] proposes an approach combining symbolic models, data abstraction, and constraint solving to generate test cases. The main idea is to apply data abstraction to abstract the model in a finite state one, use the TGV tool [62] to generate abstract test cases, and finally, constraint solving is applied to instantiate the test cases.

One of the most solid approaches in the context of symbolic testing is presented in [32 63 64 65 108]. This method works directly on high-level specifications given as Input-Output Symbolic Transition Systems (IOSTS) without enumerating their state space. Test purposes are taken into account to verify specific behaviours of an implementation. Approximate coreachability analysis is used to prune paths potentially not leading to pass verdicts [63]. The coreachability analysis is based on Abstract Interpretation [36] and the concept of test generation with verification techniques is also based on the theory presented in [62 117]. Finally, constraint solving is applied to instantiate the test cases. Moreover, all the symbolic testing approach is supported by the STG tool [32]. So, the theory related to IOSTS will be presented in more detail below.

The IOSTS is a model of extended labelled transition systems that was inspired by I/O automata [89]. An IOSTS is a symbolic automata with a finite set of locations, typed vari-
ables, and the communication with its environment is performed through actions carrying parameters.

**Definition 2.1** (IOSTS). Formally, an IOSTS is a tuple \( \langle V, P, \Theta, L, l^0, \Sigma, T \rangle \), where [108]:

- \( V \) is a finite set of typed variables;
- \( P \) is a finite set of parameters. For \( x \in V \cup P \), \( \text{type}(x) \) denotes the type of \( x \);
- \( \Theta \) is the initial condition, a predicate with variables in \( V \cup P \);
- \( L \) is a finite, non-empty set of locations;
- \( l^0 \in L \) is the initial location;
- \( \Sigma = \Sigma^? \cup \Sigma^! \cup \Sigma^\tau \) is a finite, non-empty alphabet, where \( \Sigma^? \) is a finite set of input actions, \( \Sigma^! \) is a finite set of output actions, and \( \Sigma^\tau \) is a finite set of internal actions. Each action \( a \in \Sigma \) has a signature \( \text{sig}(a) = \langle p_1, ..., p_k \rangle \), that is a tuple of distinct parameters. The signature of internal actions is the empty tuple;
- \( T \) is a set of transitions, where each transition consists of:
  - a location \( l \in L \), called the origin of the transition,
  - an action \( a \in \Sigma \), called the action of the transition,
  - a predicate \( G \) with variables in \( V \cup P \cup \text{sig}(a) \), called the guard,
  - an assignment \( A \), such that for each variable \( x \in V \) there is exactly one assignment in \( A \), of the form \( x := A^x \), where \( A^x \) is an expression on \( V \cup P \cup \text{sig}(a) \),
  - a location \( l' \in L \), called the destination of the transition.

Figure 2.3 shows an example of an IOSTS. In graphical representations, input actions are followed by the “?” symbol and output actions are followed by the “!” symbol. These symbols are used only as notation, they are not part of the action’s name. The simple IOSTS depicted in Figure 2.3 models the triangle problem, an example widely used in the literature [67, 101, 106]. The input of the problem is three integers representing the sides of a triangle and the output is the type of the triangle. At the beginning, the system is in the
Idle location. Next, the system expects the Read input carrying three strictly positive integer parameters $p$, $q$, and $r$. Then the values of the parameters are saved into the variables $a$, $b$, and $c$, respectively. If the values of the variables do not represent a triangle the system leaves the CheckTriangle location and goes to the End location emitting the NotATriangle output. Otherwise, the system emits the IsTriangle output followed by the type of the triangle (equilateral, isosceles, or scalene).

![Figure 2.3: IOSTS Example](image)

The semantics of IOSTS is defined through Input-Output Labelled Transition Systems (IOLTS) [35]. An IOLTS is a variant of the classic LTS that makes distinction between events of the system that are controllable by the environment (the inputs) and those that are only observable (the outputs) [117]. Moreover, internal actions can be represented too.

**Definition 2.2 (IOLTS).** An IOLTS is a tuple $\langle Q, Q^0, \Lambda, \rightarrow \rangle$, where [35]:

- $Q$ is a possibly infinite set of states;
- $Q^0 \subseteq Q$ is the possibly infinite set of initial states;
- $R = \Lambda^2 \cup \Lambda^1 \cup \Lambda^\tau$ is a possibly infinite set of actions, where $\Lambda^2$ is the set of input actions, $\Lambda^1$ is the set of output actions, and $\Lambda^\tau$ is the set of internal actions;
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- $\rightarrow \subseteq Q \times \Lambda \times Q$ is the transition relation.

Intuitively, the IOLTS semantics of an IOSTS $\langle V, P, \Theta, L, l^0, \Sigma, T \rangle$ enumerates the possible values of the variables $V$ and parameters $P$ through the valuations of their domains. A valuation of the variables $V$ is a mapping $\nu$ which maps every variable $x \in V$ to a value $\nu(x)$ in the domain of $x$. Valuations of parameters $P$ are defined similarly.

Let $V$ denote the set of valuations of the variables $V$ and let $\Gamma$ denote the set of valuations of the parameters $P$. Considering $\nu \in V$ and $\gamma \in \Gamma$, an expression $E$ involving a subset of $V \cup P$, denoted by $E(\nu, \gamma)$, is the value obtained by evaluating the result of the replacement in $E$ of each variable by $\nu$ and each parameter by $\gamma$.

**Definition 2.3** (IOLTS semantics of an IOSTS). The semantics of an IOSTS $S = \langle V, P, \Theta, L, l^0, \Sigma, T \rangle$ is an IOLTS $S = \langle Q, Q^0, \Lambda, \rightarrow \rangle$, defined as follows [35]:

- $Q = L \times V$ is the set of states;
- $Q^0 = \{ \langle l^0, \nu \rangle \mid \Theta(\nu) = true \}$ is the set of initial states;
- $\Lambda = \{ \langle a, \gamma \rangle \mid a \in \Sigma, \gamma \in \Gamma_{\text{sig}(a)} \}$ is the set of actions, where $\Lambda$ is partitioned into the sets $\Lambda^?_?^?$ of input actions, $\Lambda^!$ of output actions, and $\Lambda^?$ of internal actions;
- $\rightarrow$ is the smallest relation in $Q \times \Lambda \times Q$ defined by the following rule:

$$
\langle l, \nu \rangle, \langle l', \nu' \rangle \in Q \quad \langle a, \gamma \rangle \in \Lambda \quad t : \langle l, a, G, A, l' \rangle \in T \quad G(\nu, \gamma) = true \quad \nu' = A(\nu, \gamma) \\
\langle l, \nu \rangle \xrightarrow{\langle a, \gamma \rangle} \langle l', \nu' \rangle
$$

Intuitively, the rule says that the system moves from a state $\langle l, \nu \rangle$ to a state $\langle l', \nu' \rangle$ through an action $\langle a, \gamma \rangle$ if there is a transition $t : \langle l, a, G, A, l' \rangle$ whose guard $G$ is evaluated to $true$. Finally, the assignment $A$ maps the pair $(\nu, \gamma)$ to $\nu'$.

Next, we present some important definitions used to define the conformance relation between IOSTS specifications and the implementation of the system under test.

**Definition 2.4** (Traces). Let $L^0$ denote the set of initial states. For an IOSTS $R$ we denote by $\text{traces}(R)$ the set $\{ \sigma \in (\Sigma^? \cup \Sigma^!)^* \mid \exists l^0 \in L^0, \exists l \in L, l^0 \xrightarrow{\sigma} l \}$. 
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**Definition 2.5** (After). For \( \sigma \in (\Sigma^* \cup \Sigma^1)^* \), we denote by \( R_{\text{After}} \) the following set of states: \( \{ l \in L \mid \exists l^0 \in L^0, l^0 \xrightarrow{\sigma} l \} \).

**Definition 2.6** (Out). For \( L' \subseteq L \) be a set of states, we denote by \( \text{out}(L') \) the set of valued outputs that can be observed in states \( l' \in L' \), that is, \( \text{out}(L') = \{ \alpha \in \Omega \mid \exists l' \in L', \exists l \in L, l' \xrightarrow{\alpha} l \} \).

**Definition 2.7** (Pref). For a set of traces \( T \), we denote by \( \text{pref}(T) \) the set of strict prefixes of sequences in \( T \).

Next, the formal framework for conformance testing presented in [118] (Subsection 2.1.5) and the formal framework for test purposes presented in [41] (Subsection 2.1.6) are instantiated. For this, the following concepts related to the frameworks must be defined: specifications, implementations, test purposes, test cases, verdicts, and the conformance relation.

**Specifications.** A specification is an IOSTS without cycles of internal actions.

**Implementations.** An implementation can be any computer system that can be modelled by an IOSTS.

**Test Purposes.** A test purpose is an IOSTS that describes a specific scenario to be verified. Before seeing the formal definition of a test purpose it is important to know two characteristics of IOSTS: completeness e compatibility.

**Definition 2.8** (Completeness). An IOSTS is complete if for each \( l \in L, \alpha \in \Sigma \), the set \( \{ l' \mid l \xrightarrow{\alpha} l' \} \) is non-empty, that is, each location allows all actions.

**Definition 2.9** (Compatibility). Let \( S_1 = \langle V_1, P_1, \Theta_1, L_1, l_0^1, \Sigma_1, T_1 \rangle \) and \( S_2 = \langle V_2, P_2, \Theta_2, L_2, l_0^2, \Sigma_2, T_2 \rangle \) be two IOSTS. We say that \( S_1 \) and \( S_2 \) are compatible if \( V_1 \cap V_2 = \emptyset \), \( P_1 = P_2 \), \( \Sigma_1^! = \Sigma_2^! \), \( \Sigma_1^? = \Sigma_2^? \), and \( \Sigma_1^\tau \cap \Sigma_2^\tau = \emptyset \).

**Definition 2.10** (Test Purpose). Let \( S = \langle V, P, \Theta, L, l_0, \Sigma, T \rangle \) be an IOSTS. A test purpose of \( S \) is an IOSTS \( T_{\text{TP}} = \langle V_{T_{\text{TP}}}, P_{T_{\text{TP}}}, \Theta_{T_{\text{TP}}}, L_{T_{\text{TP}}}, l_0^T_{T_{\text{TP}}}, \Sigma_{T_{\text{TP}}}, T_{T_{\text{TP}}} \rangle \) together with a set of locations \( \text{Accept}_{T_{\text{TP}}} \subseteq L_{T_{\text{TP}}} \) and \( \text{Reject}_{T_{\text{TP}}} \subseteq L_{T_{\text{TP}}} \) such that \( T_{\text{TP}} \) is complete and compatible with \( S \).

Figure 2.4 presents an example of a test purpose for the triangle problem example. It is used to select scenarios where the user chooses inputs such that the triangle is equilateral.
2.1 Software Testing

The \textit{Reject} location is used to discard all other scenarios where the system does not exhibit the desired behaviour. This test purpose is not complete but it is implicitly completed by the test case generation tool, so the activity of defining test purpose is simplified by allowing to focus only on the desired behaviour.

\textbf{Test Cases.} Test cases are used to assign verdicts to implementations.

\textbf{Definition 2.11 (Test Case).} A test case is an input-complete, deterministic IOSTS with three disjoints sets of locations: Pass, Inconclusive, and Fail.

An example of a test case is showed in Figure 2.5. It starts by providing three integer values to an implementation of the triangle problem example. Then it expects to receive a message informing that the chosen values represent the sides of a triangle. Next, if the system says that the triangle is equilateral, the verdict is \textbf{Pass}, that is, the implementation is in conformance with the specification and the test purpose. If some other response allowed
by the specification is emitted then the verdict is **Inconclusive**. Finally, if an unspecified output is emitted then the verdict is **Fail**.

**Conformance.** The conformance relation links an implementation to the specification and the test purpose. In order to formally define the conformance relation it is needed to define a product operation that identifies in the specification all possible traces obtained with the specified test purpose.

**Definition 2.12 (Product).** The product \( P = S_1 \times S_2 \) of two compatible IOSTS \( S_1, S_2 \) is the IOSTS \( \langle V, P, \Theta, L, l^0, \Sigma, T \rangle \) defined by: \( V = V_1 \cup V_2, P = P_1 = P_2, \Theta = \Theta_1 \land \Theta_2, L = L_1 \times L_2, l^0 = \langle l^0_1, l^0_2 \rangle, \Sigma^r = \Sigma^r_1 = \Sigma^r_2, \Sigma^f = \Sigma^f_1 = \Sigma^f_2, \Sigma^? = \Sigma^?_1 = \Sigma^?_2, \Sigma^\tau = \Sigma^\tau_1 \cup \Sigma^\tau_2 \). \( T \) is the smallest set of transitions satisfying the following rules [35]:

1. \( \langle l_1, a, G_1, A_1, l'_1 \rangle \in T_1, a \in \Sigma^?_1, l_2 \in L_2 \) and \( \langle l_2, a, G_2, A_2, l'_2 \rangle \in T_2 \) and
2. \( \langle l_1, a, G_1, A_1, l'_1 \rangle \in T_1, \langle l_2, a, G_2, A_2, l'_2 \rangle \in T_2 \) (for \( a \in \Sigma^? \cup \Sigma^\tau \))

⋄

The Rule 1, defined above, allows internal actions to evolve independently in each IOSTS and Rule 2 allows the synchronization of the observable actions of the two IOSTS.

**Definition 2.13 (Atraces).** Let \( P = S \times TP \) be the product of the specification \( S \) with a test purpose \( TP \). Then \( Atraces(P) \) is the set of traces of the specification that are selected according to the test purpose.

**Definition 2.14 (Conformance Relation).** Let \( S \) be a specification modelled by an IOSTS, \( TP \) be a test purpose for \( S \), and \( P = S \times TP \) their product.

1. An implementation \( I \) is in conformance with the specification \( S \), denoted by \( I \ conf S \), if for all traces \( \sigma \in traces(S) : out(I after \sigma) \subseteq out(S after \sigma) \).

2. An implementation \( I \) is in conformance with the specification \( S \) and the test purpose \( TP \), denoted by \( I \ conf TP S \), if for all traces \( \sigma \in pref(Atraces(S \times TP)) : out(I after \sigma) \subseteq out(S after \sigma) \).
Intuitively, an implementation conforms to a specification if for all traces of the specification, the set of output actions of the implementation is contained in the set of output actions of the specification. In the second case, an implementation conforms to a specification and a test purpose if the same inclusion holds for each prefix of a trace of the product between specification and test purpose.

### 2.2 Real-Time Systems

At the same proportion in which computer systems become increasingly complex and ubiquitous in our lives, applications with time restrictions have become increasingly common. Among some examples of these types of applications we can cite military systems, control systems for chemical and nuclear industries, multimedia systems, air traffic control systems, elevator control systems, monitoring of patients in hospitals, embedded systems in robots, cars, airplanes, etc. All these applications have an important characteristic in common: time requirements. For such systems with explicit time requirements, the correct behaviour depends not only on the correctness of the results but also depends on the time at which they are produced [31]. Computer systems with this kind of restrictions are known as Real-Time Systems (RTS).

The classical view of computer systems is that, at some level of abstraction, they are regarded as a black box that receives inputs and provides appropriate outputs, finishing its execution after that (e.g., compilers, numerical analysis applications, and so on). However, most of current computer systems constantly interact with the environment around them continuously sending responses to input stimuli from the environment. These systems are characterized by their executions never finishing and are known as Reactive Systems. In general, RTS fit in the concept of Reactive Systems. In this context, we can say that RTS are computer systems that respond to input stimuli, originated from the environment in which they are inserted, in specific times [79].

According to the level of compliance with time requirements, real-time systems can be classified into Soft Real-Time Systems and Hard Real-Time Systems. Delays related to compliance with a response-time constraint (deadline) can be tolerated in a soft real-time system. On the other hand, systems in which failure to meet response-time constraints may
lead to complete and catastrophic system failure are called hard real-time systems [79].

Soft real-time systems are typically used in a scenario where some elements concurrently interact to produce outputs due to input stimuli, for instance, some packets can be dropped in audio or video applications. In this case, violation of constraints results in degraded quality, but the system can continue to operate. A word-processing application is another example since it should respond to stimuli within a reasonable amount of time or its use will be impractical.

Hard real-time systems are used when it is essential to react to an event within a strict deadline. This kind of system requires strong time requirements because the loss of a deadline can mean losses in financial, environmental, or human terms. As examples of hard real-time systems we can cite medical systems such as heart pacemakers, chemical and nuclear industrial process controllers, a car engine control system, and so on. Hard real-time systems are typically found interacting at a low level with physical hardware, in embedded systems.

### 2.2.1 Modelling Time

In the study of real-time systems, one essential question is the nature of time. Specifying timing properties is difficult and may take different focuses. The focus considered in this work is that time can be classified into discrete or dense time [5].

The discrete or digital-time model considers time as being a monotonically increasing sequence of integers. This model allows to quantitatively express the distance between two events and establish total orders between them with a high level granularity. One of the advantages of this model is that its transformation to other formal languages is easier. One of the disadvantages is that the events of the real world do not always happen at integer-valued times.

In a dense or analogue-time model time increase monotonically as a sequence of real numbers. This model also allows quantitatively express the distance between two events but in a low level granularity. This model is more natural to represent events of the real world because everything happens in a continuous time. One disadvantage is that dense-time models are not simple to transform to a formal language and they are harder to analyse than in the discrete case.
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The nature of events is another important concept related to the study of real-time systems. Considering software systems in general, a change in state results in a change in the flow of control of the system. This change in the flow of control can be triggered by commands like if-then-else, case, invocation of procedures or methods, and so on. Thus, an event is any occurrence that causes a change in the flow of control of a software system [79].

Considering the context of real-time systems, events can be classified into synchronous and asynchronous events. The former are those that occur at predictable points in the flow of control and are represented by conditional branches, invocation of procedures or methods, occurrence of internal trap interruptions (in the case of exception handling), etc. The latter occur at unpredictable points in the flow of control. An important characteristic of the asynchronous events is that they are usually caused by external sources, for instance, an alarm system of a building has sensors to detect intruders and once a movement has been detected, the sensors interrupt the main application of the alarm system. In this scenario, the main application of the alarm system cannot predict when an event will occur because it is caused by external sources.

Synchronous and asynchronous events can be classified into periodic and aperiodic events [79]. Considering the alarm system example cited above, as the events do not occur at regular intervals they are called aperiodic asynchronous events. When interruptions are generated by a periodic external clock they can be classified as periodic asynchronous events. A periodic synchronous event is one represented by a sequence of invocation of tasks in a cyclic code, for instance a cyclic invocation of a method. A conditional branch that is not part of a code block (e.g. garbage collection) represents an aperiodic synchronous event.

2.2.3 Modelling Real-Time Systems

There are several formalisms in the literature for modelling real-time systems: timed automata [5], timed CSP [107], time Petri nets [16], real-time logics [22], and timed extended finite state machines [96]. This subsection introduces the most used formalisms: timed labelled transition systems and timed automata with their variations.

Timed Labelled Transition Systems (TLTS) is the simplest model (Definition 2.15). It
is an extension of the classic LTS where the actions are divided into discrete and time-elapsing actions. The difference between discrete and time-elapsing actions is that the former occurs instantaneously, i.e. without consuming time, whereas the latter represents the time evolution.

Definition 2.15 (TLTS). Formally, a TLTS is tuple \( \langle S, s_0, \text{Act}, T \rangle \), where:

- \( S \) is a finite, non-empty set of states;
- \( s_0 \in S \) is the initial state;
- \( \text{Act} = A \cup D \) is a set of actions, where \( A \) is a finite set of discrete actions and \( D = \{ d \mid d \in \mathbb{R}_{\geq 0} \} \) is a set of time-elapsing actions;
- \( T \subseteq S \times \text{Act} \times S \) is the transition relation with the following properties:
  
  - **Time Determinism:** \( \forall s, s', s'' \in S: \text{ if } s \xrightarrow{d} s' \text{ and } s \xrightarrow{d} s'', \text{ then } s' = s'' \)
  
  - **Time Additivity:** \( \forall s, s'' \in S, \forall d_1, d_2 \geq 0: \left( \exists s' \in S : s \xrightarrow{d_1} s' \xrightarrow{d_2} s'' \right) \iff s \xrightarrow{d_1 + d_2} s'' \)
  
  - **Null Delay:** \( \forall s, s' \in S: s \xrightarrow{0} s' \iff s = s' \).

An example of a TLTS is shown in Figure 2.6. That example represents a scenario where, starting in state \( s_0 \), we delay for 2.5 units of time, after which we reach \( s_1 \), where we immediately execute action \( a \), reach \( s_2 \), delay for 0.5 units of time, after which we reach \( s_3 \), where we immediately execute \( x \), and reach state \( s_4 \).

The Timed Input-Output Labelled Transition System (TIOLTS) is an extension of TLTS where the set of discrete actions \( A \) is partitioned into input and output actions.

Definition 2.16 (TIOLTS). A TIOLTS is a timed labelled transition system \( \langle S, s_0, \text{Act}, T \rangle \) with \( \text{Act} = A_I \cup A_O \cup D \) (\( A_I \cap A_O = \emptyset \)), where \( A_I \) is a finite set of input actions and \( A_O \) is a finite set of output actions.
Figure 2.7: TIOLTS Example

Figure 2.7 presents an example of TIOLTS. It means that, starting in state \(s_0\), we delay for 2.5 units of time, after which we reach \(s_1\), where we immediately provide the input action \(a\) to the system, reach \(s_2\), delay for 0.5 units of time, after which we reach \(s_3\), where the system immediately responds with the output action \(x\), and reach state \(s_4\).

Most of the work related to real-time model checking and testing is based on Timed Automata (TA). It was firstly proposed by Alur and Dill [5] and ever since many variations have been proposed.

**Definition 2.17 (TA).** A Timed Automaton is a tuple \(\langle Q, q_0, Act, C, E \rangle\), where:

- \(Q\) is a finite set of locations;
- \(q_0 \in Q\) is the initial location;
- \(Act\) is a finite set of actions;
- \(C\) is a finite set of clocks;
- \(E\) is a finite set of transitions. Each transition is a tuple \(\langle q, q', a, \lambda, \delta \rangle\), where:
  - \(q, q' \in Q\) are the source and destination locations,
  - \(a \in Act\) is the action of the transition,
  - \(\lambda \subseteq C\) is the set of clocks to reset to zero,
  - \(\delta\) is a clock constraint over \(C\). \(\delta\) is defined inductively by
    \[
    \delta := x \# c | \delta_1 \land \delta_2,
    \]
    where \(c\) is an integer constant and \(\# \in \{<, \leq, =, \geq, >\}\).

Figure 2.8 presents an example of a timed automaton that models the same scenario represented in Figure 2.6. Considering timed automata, it is assumed all clocks are reset to
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Figure 2.8: TA Example

zero at the beginning. In Figure 2.8 there is a single clock $w$ and the notation $w := 0$ means the action of resetting the clock $w$. Similarly, the notations $w = 2.5$ and $w = 0.5$ represent the clock constraints associated with the transitions. The automaton starts in location $s_0$ and, once the transition is enabled (i.e. $w = 2.5$), the action $a$ is executed, reaching the location $s_1$. The clock is reset to zero along with this transition. The time elapsed since the occurrence of the action $a$ is shown by the value of clock $w$. The transition from location $s_1$ to location $s_2$ is enabled only if this value is equal to 0.5, where the action $x$ is immediately executed.

The semantics of TA can be defined in terms of an infinite TLTS (Definition 2.18). Let the function $\nu : C \rightarrow \mathbb{R}_{\geq 0}$ denote a clock valuation $\nu$.

**Definition 2.18** (TLTS semantics of a TA). The semantics of a TA $A = \langle Q, q_0, Act, C, E \rangle$ is a TLTS $L_A = \langle S, s_0, Act, T \rangle$, defined as follows:

- $S = Q \times (C \rightarrow \mathbb{R}_{\geq 0})$ is the set of states of the form $s = (q, \nu)$ where $q \in Q$ is a location and $\nu$ is a clock valuation;
- $s_0 = (q_0, \bar{0})$ is the initial state, where $\bar{0}$ is the valuation assigning 0 to every clock in $C$;
- $Act = A \cup D$ is the set of actions, where $A$ is the set of discrete actions and $D = \{ d \mid d \in \mathbb{R}_{\geq 0} \}$ is the set of time-elapsing actions;
- $T$ is the transition relation defined as follows: (1) transitions with discrete actions are of the form $(q, \nu) \xrightarrow{a} (q', \nu')$, where $a \in Act$ and there is a transition $\langle q, q', a, \lambda, \delta \rangle$, such that $\nu$ satisfies $\delta$ and $\nu'$ is obtained by resetting to zero all clocks in $\lambda$; (2) transitions with time-elapsing actions are of the form $(q, \nu) \xrightarrow{d} (q, \nu + d)$ for all $d \in \mathbb{R}_{\geq 0}$ such that $\nu \models \delta$ and $\nu + d \models \delta$. 

\diamond
Timed Automata with Inputs and Outputs (TAIO) is an extension of TA where the set of actions $\text{Act}$ is partitioned in two disjoint sets: a set of input actions and a set of output actions.

**Definition 2.19 (TAIO).** A TAIO is a timed automata $(Q, q_0, \text{Act}, C, E)$ where $\text{Act} = \text{Act}_I \cup \text{Act}_O$, such that $\text{Act}_I$ is a finite set of input actions and $\text{Act}_O$ is a finite set of output actions. Moreover, $\text{Act}_I \cap \text{Act}_O = \emptyset$.

The semantics of TAIO can be defined in terms of an infinite TIOLTS in a similar manner as described for TA. Figure 2.9 presents an example of a TAIO. This example represents the scenario of Figure 2.8 and it states that the system must receive the input $a$ exactly with 2.5 units of time. Finally, the system must output $b$ exactly with half of one unit of time.

As the semantics of TA and TAIO is defined in terms of infinite timed labelled transition systems, both verification and testing techniques must deal with large sets of states which may lead to the state space explosion problem. In this case, it is important to have an efficient symbolic representation of the state space. One of the most efficient representations is based on the notion of zone [42; 58; 122; 123]. A zone represents the maximal set of clock valuations that satisfy a constraint.

The analysis of the state space using this symbolic representation requires some operations such as:

- The future of a zone $Z$, defined by $\bar{Z} = \{ z + d \mid z \in Z, \; d \in \mathbb{R}_{\geq 0} \}$;
- The intersection of two zones $Z$ and $Z'$, defined by $Z \cap Z' = \{ z \mid z \in Z, \; z \in Z' \}$;
- The reset to zero $\lambda \subseteq C$ of $Z$, defined by $[\lambda \leftarrow 0]Z = \{ [\lambda \leftarrow o]z \mid z \in Z \}$.

All these operations are graphically illustrated in Figures 2.10, 2.11, and 2.12, respectively.
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2.2.4 Testing of Real-Time Systems

The increasing use of real-time systems, in most different contexts, has been demanding investments in order to increase the reliability and integrity of such systems. Some research efforts have been expended in devising techniques such as model checking [13, 31, 54], where the correctness of models is verified in an automated and accurate manner. However, if the same rigour is not applied to the test of the implementation, a gap is created between...
these processes, allowing the presence of defects in the implementation even if the model had been successfully verified.

Since research in the real-time software testing field is very recent, the developed techniques and tools are still immature and difficult to use in practice. Thus, one of the challenges today is the search for methods, techniques and tools to support the test of systems with time restrictions. Nevertheless, real-time systems have several distinguishing characteristics that may need to be taken into account during the testing process, leading to the most difficult challenges in software testing [121].

The test of real-time systems is more difficult than the test of non-real-time systems because the correct behaviour of the former depends not only on the correct results but also when they are emitted. Thus, it is essential to develop techniques to interact with the system: (1) by providing inputs at the correct time and (2) by observing and evaluating if the generated results are correct in terms of integrity and timing.

Real-time systems are usually composed of parallel activities. So, the models must represent such parallelism between many elements and allow ways of communication between these elements. As previously said, RTS are extremely related to events that often occur in terms of interruption signals from the arrival of data, ticking of a hardware clock, or an error alarm. To provide an effective solution for testing, it is crucial to define models capable of representing these asynchronous events. In addition, the model has to be composable, allowing events to be combined at different points of possibly different flows of execution. Research in this direction is practically nonexistent and some approaches only consider interruptions in a non-real-time context [7; 8; 9; 12; 29; 39].

Another hard activity of testing real-time systems is the test execution. Considering an environment composed of several processes executing at the same time with synchronous and asynchronous events, it is very difficult to have control of the whole environment. Current work in the literature consider so many hypotheses related to the environment and the system under test that the results sometimes are not useful in practice. It is needed testing techniques and theories that allow one to have interesting conclusions without having the environment fully controllable.

A pass verdict is emitted when the system produces an acceptable result on time. The
addition of time in the validation of RTS, the unpredictability of events, and the absence of controllability during the test execution lead to a harder oracle problem. This happens due to the fact that it is very difficult to have total control of an environment with parallel activities during the test execution. Moreover, in practice, the time cannot be controlled and it is treated in different abstraction levels by the tester and the specification. In this case, test hypotheses must be defined in order to achieve valid verdicts. To the best of our knowledge, approaches in the direction of solving the oracle problem considering the context of real-time systems are practically nonexistent.

2.3 Concluding Remarks

This chapter presented the theoretical basis necessary for the understanding of this work. At the beginning, the main concepts related to software testing were presented, for instance test cases, oracles, approaches to identify test cases, conformance testing, and testing techniques like model-based testing, property oriented testing, and symbolic testing.

With respect to the real-time systems context, we described what a real-time system is and discussed several characteristics like how the time can be modelled, the types of existing events, some classical notations used to model RTS, and the difficulties to test real-time systems.
Chapter 3

Interruption Testing of Reactive Systems

In order to provide an effective solution for interruption testing, it is crucial to define a model capable of representing such interruptions and, consequently, make the automatic test case generation process possible. In addition, the model has to be composable, allowing interruptions to be combined at different points of possibly different flows of execution. Moreover, due to the large amount of possible test cases, selection strategies need to be applied to reduce the size of test suites. Furthermore, the test execution environment should be carefully considered so that execution requirements and constraints are properly identified and handled.

This chapter presents an approach to conformance testing of reactive systems with interruptions that covers modelling (devoted to testing), generation and selection of sound test cases [9]. The model adopted is named Annotated Labelled Transition System (ALTS). This kind of Labelled Transition System (LTS) has special descriptions inserted into the model in order to make the test case generation process feasible. LTSs are good models for functional testing because all needed information is the observable interactions between applications and environment and between applications. Also, they are the underlying formalism of most formal notations for reactive applications. The proposed model is implemented by the LTS-BT tool [29] and a case study is performed to illustrate the benefits of the strategy when compared to manual selection.

Interruption testing was investigated in [6] considering the mobile phone applications context, but only an operational strategy was proposed. This chapter presents a formalised approach for reactive systems in general. Furthermore, the work presented in [9] and de-
scribed in this chapter extends the work presented in [8], covering the following aspects: (1) algorithms defined to translate high level specifications into ALTS models are presented; (2) the case study is presented in more details and results are more thoroughly discussed.

### 3.1 Context

In general, the test process in the context of this chapter starts with a specification of the System Under Test (SUT) and interruptions. Given high level specifications, an ALTS model is automatically generated. Finally, the ALTS model is combined with test purposes for interruption test case generation. The interruption test process uses test purposes in order to test at specific points of interest. A general view of this test process is presented in Figure 3.1. This process considers the test architecture presented in Figure 3.2. In this test architecture, two elements are important: the SUT and the TESTER. The SUT is composed of the main application and interruptions allowed during the test process. The environment is assumed to be fully controllable by the TESTER, thus, during test execution the TESTER has total control of the interruptions, deciding when they start and finish.

![Figure 3.1: Interruption Test Process](image)

The SUT is specified as use cases using a controlled natural language [26; 84; 115]. An example of a use case of a mobile phone application is shown in Figure 3.3. This represents the behaviour of removing a message from inbox. A use case must have a main flow and can have some alternative flows. The flows are described through steps that include a user action and the respective system response. For instance, the step “4M” has the selection of the “Remove” option, and the respective system response is to show an alert saying that the message was removed.

Besides the actor action and the system response, each step has a condition (System State)
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Figure 3.2: Test Architecture

Main Flow
Description: The message is removed
From Step: START
To Step: END

<table>
<thead>
<tr>
<th>Step Id</th>
<th>User Action</th>
<th>System State</th>
<th>System Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>1M</td>
<td>Go to &quot;Message Center&quot;</td>
<td></td>
<td>All folders are displayed</td>
</tr>
<tr>
<td>2M</td>
<td>Go to &quot;Inbox&quot;</td>
<td></td>
<td>All inbox messages are displayed</td>
</tr>
<tr>
<td>3M</td>
<td>Scroll to a message</td>
<td></td>
<td>Message is highlighted</td>
</tr>
<tr>
<td>4M</td>
<td>Select &quot;Remove&quot; option</td>
<td>Message is not blocked</td>
<td>&quot;Message removed&quot; is displayed</td>
</tr>
</tbody>
</table>

Alternative Flow
Description: The message is not removed because it is blocked
From Step: 3M
To Step: END

<table>
<thead>
<tr>
<th>Step Id</th>
<th>User Action</th>
<th>System State</th>
<th>System Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>1A</td>
<td>Select &quot;Remove&quot; option</td>
<td>Message is blocked</td>
<td>&quot;Blocked messages cannot be removed&quot; dialog is displayed</td>
</tr>
<tr>
<td>2A</td>
<td>Confirm dialog</td>
<td></td>
<td>Message content is displayed</td>
</tr>
</tbody>
</table>

Figure 3.3: Remove Message Specification
that determines if the system response will happen or not. If the condition is not satisfied, an alternative flow must be specified. As an example, the step “4M” of the main flow has one alternative flow (steps “1A” and “2A”).

Considering the specifications of interruptions, the idea is to specify an interruption in the same way by using the same use case template that is used to specify a simple behaviour of the SUT [39]. For instance, Figure 3.4 presents the behaviour of an incoming alert interruption. This interruption specifies the arrival of a new kind of text messages where the text appears to the user inside a dialog box.

**Main Flow**

**Description:** The alert is displayed in a dialog box  
**From Step:** START  
**To Step:** END

<table>
<thead>
<tr>
<th>Id</th>
<th>User Action</th>
<th>System State</th>
<th>System Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>1M</td>
<td>Send an alert from phone 2 to phone under test</td>
<td>Incoming Alert</td>
<td>Dialog with the alert is displayed</td>
</tr>
<tr>
<td>2M</td>
<td>Select &quot;Ok&quot; option</td>
<td></td>
<td>Back to previous application</td>
</tr>
</tbody>
</table>

Figure 3.4: *Incoming Alert Interruption* Specification

Once the interruption flow is specified, we assume that it can be executed at any time of another use case execution, that is, between any step of another use case. With this specification strategy, interruption behaviours are defined in a simple manner and all points where an interruption can occur do not need to be explicitly specified.

### 3.2 Interruption Model

This section presents the proposed ALTS model structure capable of representing interruptions. Firstly, interruptions are represented with IOLTS models (Definition 2.2) to illustrate the challenges and the desired semantics for ALTS models. Secondly, ALTS models are defined, their structure is illustrated by an application in the mobile phone domain, and their semantics are defined showing how an ALTS can be converted into an IOLTS. Finally, the notion of conformance considered is discussed.
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3.2.1 Representing Interruptions with IOLTS Models

Considering the conformance testing approach, LTS is one of the most used formalisms. Basically, LTS models are represented by graphs where the nodes are the possible system states and the edges represent the transition between these states through occurrence of actions. LTSs can be used for modelling the behaviour of systems such as specifications, implementations, and tests, and it serves as a semantic model for several formal languages such as CCS and CSP \cite{116,117}.

Particularly in the case of reactive systems, the underlying model should represent the interaction of the system with its environment by distinguishing between inputs and outputs. In this case, IOLTS models are used. Figure 3.5 shows an example of an IOLTS. An input event is defined using the symbol “?” followed by the event name and an output event is defined using the symbol “!” followed by the event name.

![Figure 3.5: Simple IOLTS](image)

![Figure 3.6: Modelling Interruptions Using IOLTS](image)

It is possible to model interruptions using an IOLTS. For this, each possibility of interruption needs to have a specific set of states, implying that interruption flows must be duplicated. Figure 3.6 shows an example of how to model interruptions using IOLTS. Nodes from 0 to 4 are related to a behaviour that can be interrupted by another behaviour at nodes 1 and 3. State 5 represents the possibility of interruption at node 1 and state 6 the possibility of interruption at node 3. Note that nodes 5 and 6 represent the same interruption behaviour.

The replication of the interruption model is due to the semantics of the behaviour. Suppose that only one state had been used to represent the interruption behaviour, then it would not be possible to associate a unique next state to the end of the interruption execution. After an interruption execution, the flow needs to continue from the same point where the interruption had started.
3.2.2 Annotated Labelled Transition Systems

ALTSs are capable of representing interruptions in a more compact way, following the same semantics presented in the previous subsection. This new kind of LTS follows the same classical LTS definition. The difference is that each label is associated with a description. This new description inserted into the model is called an annotation. Before defining an ALTS, a definition of a Generic Annotated Labelled Transition Systems (GALTS) is presented.

Definition 3.1 (GALTS). A GALTS is a 5-tuple \( \langle Q, A, L, q_0, T \rangle \), where:

- \( Q \) is a countable, non-empty set of locations;
- \( A \) is a countable, non-empty set of annotations;
- \( L \) is a countable, non-empty set of labels;
- \( q_0 \in Q \) is an initial location;
- \( T \) is a set of transitions. Each transition consists of:
  - a location \( q \in Q \), called the origin of the transition;
  - an annotation \( a \in A \), called the annotation of the transition;
  - a label \( l \in L \), called the label of the transition;
  - a location \( q' \in Q \), called the destination of the transition.

As said before, each label has an associated description (annotation). So in the GALTS definition (Definition 3.1) we have a set \( A \) that contains the possible descriptions of the labels. This set can be instantiated according to the information to be modelled or the context where the model will be used. In this work, the focus is on a model to support the test process, mainly a model capable of representing interruptions efficiently. Thus, a more specific GALTS is defined where the set \( A \) of annotations has predefined elements.

Definition 3.2 (ALTS). An ALTS is a 5-tuple \( \langle Q, A, L, q_0, T \rangle \), where:

- \( Q \) is a countable, non-empty set of locations;
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- $A = \{\text{steps}, \text{conditions}, \text{expectedResults}, \text{beginInterruption}_X, \text{endInterruption}_X\}$ is the set of annotations;
- $L$ is a countable, non-empty set of labels;
- $q_0 \in Q$ is an initial location;
- $T$ is a set of transitions. Each transition consists of:
  - a location $q \in Q$, called the origin of the transition;
  - an annotation $a \in A$, called the annotation of the transition;
  - a label $l \in L$, called the label of the transition;
  - a location $q' \in Q$, called the destination of the transition.

These annotations were chosen with the following specific goals: (1) guide the test case generation process, by making the focus on particular interruptions easier; (2) make it possible for interruption models to be plugged and unplugged without interfering with the main model; (3) guide test case documentation; (4) make it possible for conditions to be associated with actions; (5) indicate points where interruptions can be reasonably observed externally.

The annotation $\text{steps}$ is associated with a label $l \in L$ (we write $[\text{steps}]l$) to indicate that $l$ is an input action. When a label $l \in L$ represents a condition associated with an input action, we use the annotation $\text{conditions}$ and write $[\text{conditions}]l$. The expected results are indicated through $\text{expectedResults}$ annotation ($[\text{expectedResults}]l$). Two other annotations are used to indicate the start and the end of an interruption and they are considered as special kinds of input actions and expected results, respectively. So the labels in $L$ represent the observable actions (input or output actions) or some condition associated with these actions.

Let $W = \langle Q, A, L, q_0, T \rangle$ be an ALTS. We write $q \xrightarrow{[a]l} q'$ for $(q, a, l, q') \in T$ and $q \xrightarrow{[a]l}$ for $\exists q' : q \xrightarrow{[a]l} q'$. An ALTS can be defined by its initial location, then we write $W \rightarrow$ for $q_0 \rightarrow$. Depending on the associated annotation, the labels can be classified as input actions, output actions, and conditions. Thus, let $L = L_I \cup L_O \cup L_C$, where $L_I$ is the set of input actions, $L_O$ is the set of output actions, and $L_C$ is the set of conditions. Let $a_{(i)} \in A$ be some annotations, $\omega_{(i)} \in L$ be some labels, $\sigma \in ([A]L)^*$ a sequence of labels with their respective annotations, and $q, q' \in Q$ some locations.
Let $\Omega(q) \triangleq \{ [a] \omega \mid a \in A, \omega \in L, q [a] \omega \}$ be the set of actions reachable from $q$. Also, let $Out(q) \triangleq \Omega(q) \cap [A \setminus \{ steps, conditions, beginInterruption_X \}] L$ be the set of outputs reachable from $q$. The definition of $Out(q)$ can be extended for sets of locations: for $P \subseteq Q$ we have $Out(P) \triangleq \bigcup_{q \in P} Out(q)$. Denote $q [a_1] \omega_1 \ldots [a_n] \omega_n \rightarrow q'$ \(\exists q_0, \ldots, q_n : q = q_0 [a_1] \omega_1 \ldots [a_n] \omega_n \rightarrow q_n = q'\). The set $q$ after $\sigma \triangleq \{ q' \in Q \mid q \xrightarrow{\sigma} q' \}$ is the set of locations reachable from $q$, and $P$ after $\sigma \triangleq \bigcup_{q \in P} q$ after $\sigma$ is the set of locations reachable from the set $P$. $Traces(q) \triangleq \{ \sigma \in ([A]L)^* \mid q \xrightarrow{\sigma} \}$ describes the sequences of labels with their respective annotations reachable from $q$. Considering the sequences of labels and annotations reachable from the initial location of an ALTS $W$, we define $Traces(W) \triangleq Traces(q_0)$.

Considering our running example presented in Section 3.1, Figure 3.7 presents an ALTS model that represents the behaviour of removing a message from inbox. This application is specified by the use case shown in Figure 3.3. The model where interruptions can occur will be illustrated with the scenario where that feature specified by the use case shown in Figure 3.3 can be interrupted at some points by the Incoming Alert interruption (interruption specified by the use case presented in Figure 3.4). The scenario described above is presented in Figure 3.8. Note that locations from 0 to 13 are related to the remove message behaviour (Figure 3.3), and locations from 14 to 17 are related to the Incoming Alert interruption (Figure 3.4).

From Figure 3.8 the interruption model is connected to the feature that can be interrupted

![Figure 3.7: Remove Message behaviour](image)

Figure 3.7: Remove Message behaviour
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![Diagram of interrupted message removal]

Figure 3.8: Remove Message behaviour with Interruptions

(the main flow) using two new annotations: \textit{beginInterruption}_X and \textit{endInterruption}_X, where \(X\) is a counter. These annotations are used to indicate where the main flow has been interrupted. Also, they are needed to represent the behaviour where the main flow continues its execution from the same point where it had been interrupted. For instance, if an interruption begins with the \textit{beginInterruption}_0 annotation it must finish with \textit{endInterruption}_0.

One of the main advantages of using the Annotated LTS is that we can add the same interruption behaviour to many different points only by manipulating the two new annotations (\textit{beginInterruption}_X and \textit{endInterruption}_X). Thus, we can represent interruptions in a more compact way than standard LTS, while preserving the same efficiency and precision.
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in test generation (this is discussed in Section 3.4).

Considering time as being continuous, an interruption can occur at infinite points during
the system execution. But considering the tester’s point of view, each possibility of interrup-
tion can only be observed after each system response. This happens due to the fact that it
is impractical to reproduce a scenario where an interruption occurs between an input action
and the system response, mainly when tests are manually executed. It is important to remark
that this is a limitation of the test process in general and not of the proposal presented in this
chapter. Thus, the intention is to represent only interruptions that occur immediately after
the system responses. In this case, Figure 3.8 represents all possibilities of interruption from
the tester’s point of view.

Note that, as we are considering an LTS model for testing, only functionalities to be
tested are specified. Thus, we have a partial behavioural model. From the tester’s point of
view, only the specified behaviour is observed, and with this, all other behaviours are not
observed during the test, including other possible interruptions. We are assuming that the
test execution environment is controlled by the tester, that is, an interruption only occurs
when the tester wishes that it occur.

In practice, this interruption model should not be written by hand because it is tiresome
and not cost-effective. It must be generated directly from abstract specifications. The ALTS
model presented in this section is automatically generated from those use case templates
described in Section 3.1 by the LTS-BT tool [29]. This tool is described in more details in
the next section.

The semantics of ALTS models can be defined in terms of IOLTS models. Basically,
locations in the ALTS model are states in the IOLTS plus additional states that are created to
replicate the interruption behaviour. Labels annotated with steps, conditions, beginInterrup-
tion_X are input actions in the IOLTS, whereas labels annotated with expectedResults and
endInterruption_X are output actions in the IOLTS. The transition function is incremented
by the replication of interruption behaviour by considering the new states added. The most
non-trivial element in this association is the condition transition. The reason to map them to
input action is that they often represent in test models different paths of execution of the ap-
lication. When a condition is associated with a test case, this often means that the tester will
need to properly set up the application so that a particular flow of execution can be tested.
Therefore, in test case documentation, they are often promoted to an initial condition that will demand an input set up information.

### 3.2.3 Testing Conformance

This work considers a testing theory that is based on the notions of specification, implementation, and a conformance relation between them [118]. The specification of a reactive system with interruption can be written in any notation that can be transformed into an ALTS model. But this work considers only use case templates or an ALTS that respects the constraints on the use of labels defined in Subsection 3.2.2. The implementation can be any computer system that can be interrupted at any time and can be modelled as an ALTS. Moreover, it is assumed all interruptions to be controllable and implementations to be input-enabled, that is,

$$\forall q \in Q, a \in A \setminus \{\text{conditions, expectedResults, endInterruption}_X\}, \forall \omega \in L, q \xrightarrow{[\omega]} a.$$ 

As discussed in Section 3.1, the tester needs full control of the test environment in order to achieve valid verdicts during the test execution process. Thus, the implementation under test must respond to all stimuli of the tester leading to require, at least during the test execution, that the implementation is input-enabled. This is a usual assumption of testing techniques (e.g. [62, 116, 117]) that can be achieved by appropriate control mechanisms. This work considers a conformance relation based on a simplification of the ioco relation defined by Tretmans in [117]. The conf relation (presented in Definition 3.3) does not take internal actions and quiescence into account.

**Definition 3.3 (conf).** Let the specification $S$ be an ALTS and SUT be an input-enabled ALTS:

$$SUT \text{ conf } S \triangleq \forall \sigma \in \text{Traces}(S), \text{Out}(SUT \text{ after } \sigma) \subseteq \text{Out}(S \text{ after } \sigma).$$

It is important to mention that traces of ALTSs are restricted to paths in which the returns from interruptions go to the correct locations according to the ALTS semantics presented in the end of Section 3.2.2. Informally, an implementation conforms to a specification for conf if for all traces of the specification, the set of output actions of the implementation in each
location is contained in the set of output actions of the specification. This implementation relation is similar to the one considered by the TGV tool [62].

3.3 Interruption Test Case Generation and Selection

This section presents the algorithms developed in order to automate the test process described in Section 3.1. Firstly, algorithms that translate use case templates to ALTS models are presented. After that, an algorithm that generates interruption test cases is shown. Finally, an interruption test case selection strategy based on test purposes is presented.

3.3.1 ALTS Model Generation from Use Case Templates

This subsection presents a strategy for translating use case templates into ALTS models from which test cases can be generated. The general translation procedure is shown in Algorithm 3.1. This procedure is a variation of the one presented in [93] that focus on individual features only. Basically:

- Each template of the use case, starting from the main flow one, is processed sequentially and, from each step, locations and transitions are created in the target ALTS according to the order of steps defined in the template. This is controlled by the two for loops;

- currentLocation represents the location from which transitions are created for the current step. This is either: (1) the last location created in case the From Step field is defined as START or this is the first location; or (2) the last location of a given step (defined in the From Step field) of another template;

- From Step and To Step guide the connection of each trace created by each of the templates;

- User Action, System State, and System Response become transitions that are associated with steps, conditions, and expectedResults annotations, respectively;

- Locations are created as new transitions that need to be added. These are incrementally numbered from 0. Locations and transitions are created by the add operation. But
locations already created can be reused when connecting the traces of new templates. When this is possible, the \textit{addToStep} (To Step is different from END) and \textit{addFromStep} (From Step is different from START) are used instead;

- Duplicated transitions from the same location are also avoided. This can happen when the same steps are possible but with different conditions.

Algorithm \textbf{3.1} is based on two loops in order to process all steps of all templates. In practice, all steps of all templates are processed only one time. Thus, the running time of Algorithm \textbf{3.1} using the asymptotic notation is \(O(|\text{STEPS}|)\), where \(|\text{STEPS}|\) represents the sum of all steps of all templates to be processed.

After the generation of the ALTS models from use case templates, the model of the main application and the model of the interruption must be connected. Algorithm \textbf{3.2} is responsible for connecting them. Basically:

- The procedure uses a Depth-First Search (DFS) strategy for traversing all locations of the main application, that is, the application to be interrupted;

- As the proposed strategy only considers interruptions to be possible after expected results, the only possible points of interruptions are exactly after the transitions with the \textit{expectedResults} annotation;

- When a transition with an \textit{expectedResults} annotation is found in the main application model, a new transition (with the \textit{beginInterruption}_X annotation) is added to the first location of the interruption model. And, from each final location of the interruption model, a new transition (with the \textit{endInterruption}_X annotation) is added for connecting this model with the main application model;

- \textit{Search} is a procedure responsible for marking a location (its second parameter) as a visited location and putting all adjacent locations in a list (its first parameter) to be processed.

The running time of Algorithm \textbf{3.2} using the asymptotic notation is \(O(|Q| \cdot |F|)\), where \(|Q|\) is the number of locations of the main application and \(|F|\) is the number of final locations of the interruption model.
Algorithm 3.1: Procedure that Translates Use Case Templates to an ALTS

```java
UseModel UseCase2ALTS(Collection Templates) {
    UseModel alts := new UseModel();
    for each template in Templates {
        if (template.getFromStep() \neq START) {
            // location after expected results of from step
            currentLocation := alts.getFinalLocation(template.getFromStep());
        } else {
            // associates a location to the step that creates it
            currentLocation := new Location(template.getFirstStep());
        }
        for each step in template {
            Transition steps := step.getUserAction();
            Transition conditions := step.getSystemState();
            Transition expectedResults := step.getSystemResponse();
            if (steps in alts) {
                currentLocation := alts.getLocationAfter(steps);
            } else if (step = template.getFirstStep() AND
                       template.getFromStep() \neq START) {
                // Avoid duplicating a steps trans. from the same location
                currentLocation := alts.addFromStep(currentLocation, steps,
                                                   template.getFromStep());
            } else {
                // Create a new location for adding the new transition
                currentLocation := alts.add(currentLocation, steps);
            }
            if (conditions \neq emptyCondition) {
                currentLocation := alts.add(currentLocation, conditions);
            }
            if (step = template.getLastStep() AND template.getToStep() \neq END) {
                // The target loc. for the system resp. trans. is already created
                currentLocation := alts.addToStep(currentLocation,
                                                   expectedResults, template.getToStep());
            } else {
                currentLocation := alts.add(currentLocation, expectedResults);
            }
        }
    }
    return alts;
}
```
Algorithm 3.2: Procedure that Combines the Main Application Model with an Interruption Model

```java
CombineALTSModels(UseModel mainApplication, UseModel intModel, Integer intCode) {
    List list := ∅; // List of transitions to be visited
    Collection finalLocations := intModel.getFinalLocations();
    search(list, mainApplication.getRootLocation());
    while (list ≠ ∅) {
        transition := list.remove();
        targetLocation := transition.getToLocation();
        if (transition.isExpectedResultsTransition()) {
            targetLocation.addBeginInterruptionTransition(intModel.getRootLocation(), intCode);
            for each location in finalLocations {
                location.addEndInterruptionTransition(targetLocation, intCode);
            }
            intCode++;
        }
    }
}
```

### 3.3.2 Interruption Test Case Generation

This subsection describes the interruption test case algorithm developed to extract test cases from ALTS models. A test case generated from an ALTS is defined as follows.

**Definition 3.4** (Test Case). A test case is an ALTS $TC = (Q_{TC}, A_{TC}, L_{TC}, q_0^{TC}, T^{TC})$. The set of annotations is the same as the specification ($A_{TC} = A^S$) and the set of labels is $L_{TC} = L_{TC}^I \cup L_{TC}^O \cup L_{TC}^C$, where $L_{TC}^I \subseteq L_{SUT}^O$ (outputs of the SUT are the inputs of the TC), $L_{TC}^O \subseteq L_{SUT}^I$ (TC emits only inputs allowed by the SUT), and $L_{TC}^C \subseteq L_C^S$ (the conditions are the same specified by the specification).
Algorithm 3.3: Test Case Generation Algorithm

```java
1 Decompose(Location loc, Path path, Integer intCode) {
2     if (loc.isLeaf() OR (loc.isRoot() AND path ≠ ∅)) {
3         // End of a path
4         recordTestCase(path);
5         return;
6     }
7     for each descendent in loc.getAdjacencies() {
8         edge := getEdgeBetween(loc, descendent)
9         if (edge.isBeginInterruption()) {
10            intCode := edge.getIntCode();
11        }
12        if ((edge.getIntCode() = −1 AND edge ∉ path) OR (intCode >= 0 AND
13            edge.getIntCode() = intCode)) {
14            path.add(edge);
15            if (edge.isEndInterruption()) {
16                intCode := −1;
17                Decompose(descendent, path, intCode);
18            } else if (edge.getIntCode() = intCode) {
19                recordTestCase(path);
20            }
21        }
22     }
23     return;
24 }
```

ALTS starting from the initial location (see Algorithm 3.3). As a general coverage criterion, all transitions need to be covered, i.e., all transitions of the ALTS model are visited at least once. As Algorithm 3.3 is based on DFS, its running time using the asymptotic notation is $O(|Q| + |T|)$, where $|Q|$ is the number of locations and $|T|$ is the number of transitions of the ALTS model.

Algorithm 3.3 requires three parameters: `loc`, a location of the model, indicating the current one during execution; `path`, a set of transitions from the model, indicating the path visited during the processing; and `intCode`, the interruption code, indicating that a given interruption is being processed.
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The extraction is started from the root (the initial location of the ALTS model), verifying if the current location indicates the end of a path in the model, indicating that the test case has been extracted. In this case, it needs to be recorded. If the current location does not indicate the end of a path, then each of its descendants is visited through the depth-first search strategy.

To visit each of its descendants, the edge between the current location and its descendant is analysed. The search proceeds only if (Algorithm 3.3 Line 12): (i) the edge does not belong to the current analysed path, i.e., the edge has not already been “visited” (note that when the algorithm is processing the main application, the value of $intCode$ is $-1$); or (ii) if it is an edge from an interruption behaviour (an edge with the $endInterruption_X$ label). This precaution is necessary because after the interruption, the extraction process in the ALTS comes back to previous location (the last location of the main application before the interruption), therefore being possible to pass through the same interruption, in different parts of the model, and constraining that would cause inconsistency.

Due to these conditions, two scenarios are encountered: (1) Conditions (i) and (ii) are not satisfied: The search stops, recording the entire path as a test case avoiding loops in the main application and finishing an interruption with the correct $endInterruption_X$ transition. In this case, the recursion step of the algorithm returns to the next branch that needs to be analysed, continuing the algorithm; (2) Condition (i) or (ii) is satisfied: The edge between the location and its descendent is added to the test case and the algorithm continues until it finds the end of the path, which happens when either a leaf in the graph or an edge going back to the root of the model are found.

These constraints over the extraction, when using the depth-first search approach, are required to avoid an explosion of paths during the test case extraction caused by loops in the ALTS model. This may reduce the number of extracted test cases, but without those constraints, the number of paths extracted becomes unfeasible, while most of them may be obtained by combining the extracted test cases. Also, from a functional testing point of view, in practice these excluded paths generally add redundancy to the test suite, that is, they do not generally add test cases that would uncover escaped faults because traversing the same loop several times to generate tests produces test suites with similar test cases [30]. Fully exploring loops it is usually a goal of other testing stages such as stress testing which is out
of the scope of this work. Furthermore, by considering them, the algorithm would produce a large, infinite and not practical suite.

### 3.3.3 Interruption Test Case Selection

Exhaustive interruption test case generation is impractical due to the large amount of generated test cases. Particularly, in the mobile phone applications context, the majority of test cases are manually executed. In this scenario, test case selection strategies are much needed. The strategy used to reduce the test suite is a test case selection based on purposes. This strategy focuses on a coverage selection criterion, the test purpose, in order to test a particular system functionality \[41, 50, 51, 83, 94\]. The defined test purpose is used to filter out the model, that is, it is used to remove all paths that do not lead to the desired behaviour to be tested. After that, the generation algorithm is executed, for then, generate the test cases. Formally, a test purpose can be defined as follows.

Test purposes can be specified using a simple notation, where they are defined through transition sequences. In these sequences, an “*” (asterisk) indicates that, at this point, any transition can occur. A test purpose always finishes with a transition that has an `Accept` label (indicating that all test cases need to be in conformance with the purpose) or a `Refuse` label (otherwise).

**Definition 3.5 (Test Purpose).** A test purpose is a deterministic LTS \( TP = (Q^{TP}, L^{TP}, q_0^{TP}, T^{TP}) \), equipped with the special labels `Accept`, `Refuse`, and “*”, and with the same alphabet as the specification, i.e., \( L^{TP} = L^S \). \( Q^{TP} \) is a countable, non-empty set of states, \( q_0^{TP} \in Q^{TP} \) is the initial state, and \( T^{TP} \) is the transition relation.

Some hints on how to define test purposes are presented below:

- Choose the behaviour to be observed in the implementation and identify its description in the specification;

- If the behaviour to be observed is the first behaviour of the specification, then the test purpose should start with the description of this behaviour. Otherwise, add an asterisk followed by the description of the behaviour to be observed. This indicates that any behaviour can occur before the observation of the desired behaviour;
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- If there are more behaviours to be observed in the same test purpose, go back to the first step;

- If the last behaviour description added to the test purpose is the last behaviour of the specification, then go to the next step. Otherwise, an asterisk should be added to the test purpose. This indicates that any other behaviour can occur after the desired behaviour;

- The last step is to add an Accept or a Reject label to the test purpose. As mentioned before, the Accept label is used to indicate that all generated test cases must be in conformance with the test purpose. The Reject label is used otherwise.

As an example of a test purpose, we will use that ALTS model from Figure 3.7 in order to define a test purpose for a scenario where a message is not removed because it is blocked. For this scenario, the following purpose could be defined: "*;'Blocked messages cannot be removed' dialog is displayed;*;Accept". The LTS model that represents this test purpose is showed in Figure 3.9.

![LTS Model of a Test Purpose](image)

Figure 3.9: LTS Model of a Test Purpose

It is very simple to define test purposes where an interruption can occur. Given that the behaviour to be interrupted has been chosen, the name of the interruption must appear immediately after the description of this behaviour in the test purpose. The ALTS model with interruptions from Figure 3.8 will be used to demonstrate how to define test purposes to check specific interruptions. A test purpose will be defined to test the scenario where an alert appears when the user is accessing the inbox folder. This scenario can be specified through the following test purpose: "*;All inbox messages are displayed:Incoming Alert;*;Accept".

Considering the defined test purpose, the model from Figure 3.8 is filtered out to be in accordance with it. So, the following edges of the model are removed: begin\text{Interruption}_0, end\text{Interruption}_0, begin\text{Interruption}_2, end\text{Interruption}_2, begin\text{Interruption}_3, end\text{Interruption}_3, begin\text{Interruption}_4, end\text{Interruption}_4, begin\text{Interruption}_5, and end\text{Interruption}_5. The last step is to execute the test case generation algorithm.
All presented algorithms are implemented in the LTS-BT tool [29]. In order to make the test execution activity easier, considering that this activity is manual, the tool generates test cases in an alternative representation instead of ALTS. Each selected test case is transformed in a matrix, where each condition is considered as an initial condition to execute the test case.

Figures 3.10 and 3.11 present the generated interruption test cases for the example above (the scenario where an alert appears when the user is accessing the inbox folder). Note that, in both generated test cases, the interruption occurs when the user is viewing the inbox folder, as was specified by the test purpose. Moreover, all scenarios of the main feature are covered. In the test case of Figure 3.10, an interruption occurs in the scenario where the message is removed, whereas, in the test case of Figure 3.11, an interruption occurs in the scenario where the message is not removed because it is blocked.

![Figure 3.10: Test Case 01](image)

![Figure 3.11: Test Case 02](image)

Notably LTS-BT allows for a systematic and less error-prone coverage of all possible interruptions automatically, since the tester does not need to specify all possible points where an interruption can occur – this is assumed by the tool. Moreover, LTS-BT makes it easier to focus on particular points to be interrupted and interruptions. These LTS-BT characteristics allow the tester to obtain test cases in a faster and reliable way.

It is important to remark that in the current version of the LTS-BT tool, test cases are selected as paths in the ALTS model. Therefore, even though the model is capable of representing non-determinism, the tool suits only deterministic applications, differently from the TGV tool [62], where a test case is a graph that can represent non-determinism. This is currently being addressed for the next versions of the tool.
As an example of a test case execution, the steps required for executing the test case of Figure 3.11 are: (1) the first step is to satisfy the initial condition, then an inbox message must be blocked for the test case execution. Moreover, as the test case needs an incoming alert interruption, two mobile phones must be available for the test case execution; (2) with the phone under test, the TESTER begins to execute the actions described in the test case. Thus, the “Message Center” application is started and, as result, all folders are displayed; (3) next, the second action is executed: the “Inbox” folder is selected and all inbox messages are displayed; (4) at this moment, the TESTER must cause an incoming alert interruption. So, he takes another phone and sends an alert to the phone under test. As expected result, a dialog must appear at the phone under test; (5) the TESTER selects the “Ok” option at the phone under test and control goes back to the previous application. In this case, all inbox messages must be displayed again; (6) the TESTER scrolls to a message and it is highlighted; (7) the “Remove” option is selected by the TESTER and the following message is expected: “Blocked messages cannot be removed”; (8) the TESTER confirms the dialog and the content of the message is displayed. Finally, if for all steps of the test case, the expected results were observed, the execution finishes with a pass verdict.

3.4 Properties of the Interruption Test Cases

This section comments on properties of the interruption test cases generated by the test case generation algorithm presented in the last section. Considering the execution of a test case against a SUT, three kinds of verdicts can be obtained indicating that the SUT should be approved or not: if the SUT emits the specified outputs for each input emitted by the test case, the verdict is Pass; if at least one of the outputs of the SUT is not specified by the specification, the verdict is Fail; and the Inconclusive verdict is emitted when the observed behaviour of SUT conforms to the specification but the behaviour described by the test purpose is not exhibited by the SUT.

It is very important to formalise the execution of the test cases in order to establish some properties as soundness and exhaustiveness, where the conformance relation is linked to verdicts obtained during the test execution [62]. Interruptions are clearly asynchronous events, but as we are considering a test architecture where the environment is fully controllable by
the tester, all interruptions can be analysed as synchronous events. Thus, test cases interact with the SUT through a synchronous communication, where the execution of a test case against a SUT is modelled by a parallel composition with synchronisation on common actions. Basically, parallel composition is defined by the following rule:

\[ P || Q = P \overset{a}{\rightarrow} p', Q \overset{a}{\rightarrow} q' = (p, q) \overset{a}{\rightarrow} (p', q'). \]

Considering the defined model of test case execution, each trace \( \sigma \in \text{Traces}(TC || SUT) \) is associated with one of the following scenarios:

- If, at any moment, any unspecified output is emitted by the SUT, the execution is stopped and the resulting verdict is \textit{Fail}, that is, \( \text{verdict}(\sigma) = \text{Fail} \);

- If the SUT, at any moment, blocks or spends a lot of time to emit an output, the resulting verdict is \textit{Inconclusive} (a timer must be used in this case). So \( \text{verdict}(\sigma) = \text{Inconclusive} \);

- If the outputs of the SUT are specified by the specification but the behaviour specified by a test purpose is not exhibited, the resulting verdict is \textit{Inconclusive}, that is, \( \text{verdict}(\sigma) = \text{Inconclusive} \);

- If all steps of the test case are executed and all expected results are observed, then the resulting verdict is \textit{Pass}, i.e. \( \text{verdict}(\sigma) = \text{Pass} \).

Given the possible situations with their respective verdicts, the rejection of a SUT by a test case \( TC \) is defined as follows.

**Definition 3.6** (may reject). \( TC \) may reject SUT \( S \) if \( \forall \text{SUT, SUT} \overset{\text{conf}}{\rightarrow} S \Rightarrow \neg (TC \text{ may reject SUT}) \).

The conformance relation of a SUT with respect to a specification \( S \) is decided based on verdicts obtained with the execution of the generated test cases. So, the next definition formally relates the previously defined conformance relation (Definition 3.3) to the verdicts of these executions considering some properties of test cases and test suites.

**Definition 3.7** (Soundness and Exhaustiveness). A test case \( TC \) is sound for \( S \) and \( S \overset{\text{conf}}{\rightarrow} S \) if \( \forall \text{SUT, SUT} \overset{\text{conf}}{\rightarrow} S \Rightarrow \neg (TC \text{ may reject SUT}) \). A test suite is sound if all its test cases are...
sound and it is exhaustive for \( S \) and conf if:
\[
\forall SUT, \neg(SUT \text{ conf } S) \Rightarrow \exists TC : TC \text{ may reject } SUT.
\]
Finally, a test suite is complete if it is both sound and exhaustive.

Informally, a test suite is said to be sound if all correct implementations, and possibly some incorrect implementations, pass in the test (a sound test suite never rejects a correct implementation). On the other hand, a test suite is said to be exhaustive if all non-conforming implementations, and possibly some correct implementations, will not pass in the test. A test suite that can identify all conforming and non-conforming implementations is called complete.

A complete test suite is a very strong requirement for practical testing. Then, weaker requirements are accepted. In practice, sound test suites are more commonly accepted, since rejection of conforming implementations, by exhaustive test suites, may lead to unnecessary debugging. In this context, the test cases generated by LTS-BT have some properties stated in Theorem 3.1.

**Theorem 3.1.** For every specification \( S \), all test suites generated by the approach proposed in this chapter are sound. Moreover, the test suites can be considered as being exhaustive when they are generated using test purposes.

The proof of Theorem 3.1 is not detailed here but the main ideas are discussed (see detail proofs in Appendix A). For soundness, we need to prove that if a test case \( TC \) may reject a SUT (implementing the specification \( S \)), then \( \neg(SUT \text{ conf } S) \). In this case, we only need to prove that a \textit{Fail} verdict of a test case only occurs if the SUT emits an unspecified output. This was already discussed in this section and the unique case where a \textit{Fail} verdict is obtained during a test case execution is exactly when the SUT emits an unspecified output. For exhaustiveness, we need to prove that for every non-conforming SUT there is a test purpose \( TP \) and a way of generating a test case \( TC \) from \( S \) and \( TP \), such that \( TC \) may reject SUT. Given that \( \neg(SUT \text{ conf } S) \), then there is a trace \( \sigma \) of \( S \) such that an output of SUT after \( \sigma \) is not allowed by \( S \). So, the trace \( \sigma \) can be used to define a \( TP \), after that, this test purpose can be used to generate test cases where the SUT may be rejected.
3.5 Case Study

The objective of this section is to present a case study performed in order to evaluate a practical application of the approach proposed in this work. As previously said, a scenario where interruptions are allowed may have infinite test cases. Thus, in practice, only a subset of interruption test cases are manually generated and executed. Considering this context, the main goal is to compare the manual process of test case generation with the automatic process based on the algorithms presented in Section 3.3 and implemented by LTS-BT [29]. Moreover, as the amount of test cases is large, some test case selection strategy is needed. Particularly, in this case study, the strategy used to select the test suite is based on test purposes defined in order to cover a fault model which describes the set of known defects found in the past [18]. Testers use fault models to define effective test cases since the test cases are specially defined to uncover defects that are likely to be present. The use of fault models for comparing testing approaches is important in our context because only stable versions of the software are available, that is, versions with all known defects already removed. In this case, fault models allow to compare testing approaches by observing if defined test cases would uncover defects or not.

This case study was performed using applications of the mobile phone domain whose descriptions are presented in the next subsection (Subsection 3.5.1). Subsection 3.5.2 describes how the case study was defined and conducted. Finally, Subsection 3.5.3 presents the results obtained during the case study execution.

3.5.1 Overview of the Case Study Applications

This subsection briefly describes the features used during the case study. All of them are reactive applications of the mobile phone domain. In summary, the description of the features is:

**Aircraft Mode** This is the main feature of the case study and it is the feature that must be interrupted. Aircraft Mode feature provides the functionality of allowing the user to turn off the radio frequency transceiver and still be able to use the applications of the phone. This feature allows the user to use applications of the phone while flying in an aircraft, but without receiving calls, messages, and so on.
Table 3.1: Features

<table>
<thead>
<tr>
<th>Features</th>
<th>Number of Use Cases</th>
<th>Number of Scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aircraft Mode</td>
<td>7</td>
<td>22</td>
</tr>
<tr>
<td>Incoming Call</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Incoming Message</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Alarm Clock</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

Incoming Call This is an interruption feature. Incoming Call feature provides the functionality of receiving calls.

Incoming Message This is an interruption feature. Incoming Message feature provides the functionality of receiving messages.

Alarm Clock This is another interruption feature. Alarm Clock provides the functionality of generating alarm notifications based on specific time chosen by the user.

Table 3.1 shows some metrics of the features in order to illustrate their complexity such as the number of use cases and the number of possible scenarios. It is important to remark that, considering the relationship between all features of this simple case study, the amount of interruption test cases is more than forty million tests.

3.5.2 Case Study Definition

In this subsection, we present the evaluation criteria and fault model defined for conducting and evaluating the case study. The focus is on interruption testing and generation of test suites for manual execution.

The main goal is to show evidence on the benefits of automation in the interruption test case generation and selection process using the implemented algorithms. The strategy adopted to achieve the goal is to compare the manual process of test case generation with the automatic process proposed. In practice, this kind of testing is often conducted by manual processes of selection guided by expertise. Also, there are no related proposals of more systematic strategies that could make a good basis for comparison.

As the amount of interruption test cases is very large, generation and selection is guided by a fault model specification that indicates the kind of faults that can be usually be found in
this kind of applications. Thus, test cases must be selected, both in manual and in automatic, with the objective to cover the whole fault model specification. The main metrics to be observed are: (1) the time spent during the test case generation and selection and (2) the coverage of an instance of the fault model specification that contains actual faults detected in products composed of these features.

The case study was conducted by three testers: one based on automatic process (named Tester 1) and two based on manual process (named Tester 2 and Tester 3). Considering the knowledge of the testers, they had good test skills and none of them knew the features under test before the case study execution. Thus, all testers performed the case study based on two kind of information:

- The specification of the features under test;
- The fault model profile.

The specification of the features under test is a document describing all use cases (Table 3.1) according to that notation presented in Section 3.1. It is important to mention that this document was prepared in five hours. On the other hand, the fault model profile was defined based on common problems related to feature interruptions and actual defects related to the features under test. The fault model given to the testers is specified in natural language and its description is defined as follows:

- After an interruption, the interrupted application does not maintain data entered by the user;
- After an interruption, the interrupted application does not continue its execution of the same point where it was interrupted;
- Possible conflicts related to the use of shared resources (screen, network, and so on);
- Problems related to interruptions immediately before enabling the aircraft mode;
- Problems related to interruptions immediately after disabling aircraft mode;
- Problems related to interruptions when the aircraft mode is enabled.
3.5 Case Study

<table>
<thead>
<tr>
<th>Table 3.2: Metrics</th>
<th>Tester 1</th>
<th>Tester 2</th>
<th>Tester 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metrics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preparation time</td>
<td>2 h</td>
<td>2 h</td>
<td>2 h</td>
</tr>
<tr>
<td>Generation time</td>
<td>80 min</td>
<td>165 min</td>
<td>150 min</td>
</tr>
<tr>
<td>Number of TCs</td>
<td>115</td>
<td>15</td>
<td>12</td>
</tr>
<tr>
<td>Productivity</td>
<td>86,5 TCs/h</td>
<td>5,4 TCs/h</td>
<td>4,8 TCs/h</td>
</tr>
<tr>
<td>Fault model coverage</td>
<td>57,14%</td>
<td>28,57%</td>
<td>28,57%</td>
</tr>
<tr>
<td>Number of invalid TCs</td>
<td>0 (0%)</td>
<td>4 (26,66%)</td>
<td>4 (33,33%)</td>
</tr>
<tr>
<td>Number of ineffective TCs</td>
<td>23 (20%)</td>
<td>13 (86,66%)</td>
<td>7 (58,33%)</td>
</tr>
<tr>
<td>Smallest TC (number of steps)</td>
<td>3</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Biggest TC (number of steps)</td>
<td>12</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>Most common TC size</td>
<td>5</td>
<td>6 and 8</td>
<td>8</td>
</tr>
</tbody>
</table>

By measuring coverage of an instance of this specification with actual faults (instead of coverage of the specification), where one kind of fault may correspond to more than one actual fault, it is possible to analyse which approach can be more effective to systematically investigate the implementation by generating a more complete test suite.

3.5.3 Case Study Results

This subsection presents and discusses the obtained results. Table 3.2 presents the metrics collected during the case study execution.

The first step of the case study consisted in reading the specification and the fault model. These documents are usually constructed prior to the testing process by requirements and quality engineers. In this sense, all testers had the same preparation time (Table 3.2 line “Preparation time”), and as previously said, Tester 1 generated the test suite through an automatic process by using LTS-BT [29], and Tester 2 and Tester 3 generated the tests through a manual process. According to the results, from Table 3.2 Tester 1 generated the tests in less time (line “Generation time”). The generation time of Tester 1 basically consisted of the time needed to define test purposes once each LTS-BT execution consumed less than one second to generate test cases. Considering the generation time of Tester 2 and Tester 3, they spent
more time because all test cases were manually selected and written in the format shown in Figures 3.10 and 3.11. Furthermore, Tester 1 generated the largest test suite (line “Number of TCs”, where TCs means Test Cases) implying in more productivity (line “Productivity”). The productivity was calculated by observing the number of test cases generated per hour.

Considering the fault model coverage (Table 3.2, line “Fault model coverage”), Tester 1 reached the best coverage. It is important to remark that the percentage of fault model coverage achieved by Tester 2 and Tester 3 are equal but the faults found by them are not the same. Nevertheless, the set of faults found by Tester 1 contains all faults found by the other testers. This result is expected as LTS-BT allows a more systematic test case generation process, from the same base specification. However, as the process is guided by test purposes defined by the tester, the fault model coverage depends also on the tester’s experience.

On the other hand, test cases generated through manual process are error-prone. The line “Number of invalid TCs” of Table 3.2 shows the number of test cases generated with errors, that is, test cases impossible to run, mainly because they miss information. Moreover, manually generated test suites tend not to take all scenarios of an interruption into account. This does not occur in the automatic process because when the tester decides, for example, to check the incoming call interruption at some point of the feature under test, the developed algorithms consider all scenarios of the interruption, for example, when the call is accepted and when it is rejected by the user.

Considering the number of test cases that actually do not find defects (line “Number of ineffective TCs”), Tester 1 reached the best results. The number of ineffective test cases also considers the invalid test cases. Finally, the three last lines of Table 3.2 give information about the size of generated test cases. Note that test cases generated by both strategies are similar w.r.t. size, that is, number of steps. This is explained by the fact that test cases were generated based on a structured document that may induce the same general kind of test cases to be defined. In practice, manual testing is not usually based on structured documents and then test cases tend to be as simple as possible. However, not using the same input document would put a threat to validity of the results, in the sense that with the same inputs, both strategies had the same basic information available.

In the scope of this case study, it is possible to conclude that the proposed strategy and tool allow a more systematic test case generation process contributing to better productivity.
and effectiveness of test process, depending on the tester’s experience. Moreover, some problems of the manual process such as erroneous test cases generation is solved by the automatic process since all generated tests are sound (Section 3.4). However, note that Tester 1 did not reach 100% coverage. For this, it is necessary to define complete test purposes regarding the fault model. As this depends on the tester’s experience and accuracy, it is possible that he can miss behaviour that should have been considered.

It is important to remark that the problem of selection in the scope of integration testing in general is a hard one. The possible number of test cases resulting from different combinations is large and also the set of all combinations is usually intractable by manual investigation. As a consequence, the achieved level of fault coverage depends greatly on information and expertise available to pinpoint the key test cases, for instance, common faults detected in a domain. For instance, only 57% of faults were covered by the test suite generated. However, note that this further exceeds the manually generated suites. Even though the testing strategy presented in this chapter is based on automatic generation, it also allows the experienced tester to target the selection process by defining the test purposes in a systematic way.

### 3.6 Related Work

This section presents some works related to our proposal. Lorentsen et al. [88] propose a way of identifying categories of interactions and create behavioural models that capture those interactions, where interruptions are a type of interaction. They use Coloured Petri Nets to manually model the interactions and a model checker for interactive graphical simulation. As disadvantages, the process is manual and the work is not devoted to testing.

Another interesting work is that belonging to Jard and Jéron [62], where the TGV tool is presented. TGV receives a specification and a test purpose as input and produces abstract test cases as output. The TGV input format for both specification and test purpose is IOLTS (already defined in Subsection 3.2.1). As mentioned in Subsection 3.2.1 it is possible to represent interruptions through IOLTS models. So the TGV tool can be used to generate interruption test cases, but an interruption behaviour needs to be replicated if it can occur at more than one place. Moreover, it is not possible to directly represent conditions associated
to actions and due to the fact that the same interruption behaviour is replicated in the IOLTS model, the test purpose must specify the point where we want to verify the interruption and all other points where the interruption cannot occur. Thus, given that the tester needs to manipulate LTS models in the definition of the TGV test purposes, this notation is not useful in practice for interruption testing.

One possible solution is to consider the tool set proposed by the AGEDIS project that can generate test cases from high level models (e.g. UML diagrams) [57], where TGV is internally used to generate test cases. However, the tool set does not support interruption specifications directly as well as the newest version of UML (UML 2.0) with its greatly improved diagrams. In this case, the difficulties with interruption modelling and test purposes definition remain.

The process algebra CSP (Communicating Sequential Processes) was designed for describing systems of interacting components [109]. CSP has a specific operator for describing interruptions but its semantics is very different from the high (application) level interruption notion addressed in this chapter. The CSP interruption operator specifies that when a process $P_1$ is interrupted by another process $P_2$, the process $P_1$ is discarded and $P_2$ begins its execution. In our context, the process $P_1$ executes again after the execution of the process $P_2$. Jovanovic et al. [68] have proposed an extension of CSP to represent this kind of behaviour but there is not any tool supporting their proposal. Figueiredo et al. [39] present a behavioural model that represents interruptions in CSP without using the interruption operator, but the presented model is more suitable for representing the semantics of interruption test behaviour as presented in this chapter. Nogueira et al. [102] propose an approach to test case generation based on CSP. The SUT is specified using the same use case template presented in Section 3.1 and it is automatically translated to CSP using the strategy presented in [26]. The main objective of the work presented in [102] is to provide a strategy for testing individual features and feature interactions. Moreover, test purposes are defined in low level using CSP. The interruption testing is not directly treated, but the work can be adapted to test interruptions considering that all the possible points of interactions are specified in advance. In our approach, all points of interruption do not need to be explicitly specified, making the work of the tester easier and less error-prone.

Furthermore, the work presented in [25, 34] propose a strategy to reduce the test suite
3.7 Concluding Remarks

This chapter presented an approach to interruption testing that is based on a model capable of representing interruptions for reactive systems. The model makes it possible for interruptions to be combined at different points of possibly different flows of execution. This model is supported by the LTS-BT tool along with a test case generation algorithm and a test purpose-based selection technique. Test selection is crucial for interruption testing since the number of possible test cases is enormous. Also, in practice, not all possible points of interruption are fault-prone.

It is important to mention that the current version of LTS-BT is restricted to deterministic systems. This may seem unrealistic. However, particularly, if embedded systems such as mobile phone applications are considered, the tool can be largely applied. For these systems, applications are often deterministic ones that run on single-processor, single and restricted screen, and so on. However, they have complex patterns of interruptions which clearly justify the need for modelling and systematic test selection. Furthermore, ALTS models are capable of representing non-determinism and the algorithms can be clearly extended to support non-deterministic systems since the semantics of ALTS and IOLTS are very similar.
Chapter 4

Related Work and Problem Statements

This chapter presents a review of relevant work on the testing of real-time systems which is concerned with deriving real-time test cases from specifications where variables and actions with parameters are allowed. As research related to the test of real-time systems is very recent, there are few works aligned with this challenge. After the analysis of the related work, several limitations and open problems are identified.

4.1 Related Work

Since strategies to generate real-time symbolic test cases are practically nonexistent, the focus here is to describe approaches related to testing real-time systems (not exactly symbolic testing of real-time systems) and argue why they are not considered as symbolic testing strategies.

4.1.1 Cardell-Oliver

Cardell-Oliver’s work [28] addresses the problem of conformance testing for real-time systems and proposes an approach, based on UPPAAL timed automata specifications [82], to testing the same kind of system. As the UPPAAL timed automata have a dense or analogue-time model, Cardell-Oliver argues that their traces include behaviour which cannot be observed in an experiment. An example of an analogue-clock test case is: provide an input at time 1 and expect for the result at time 3. The tester implementing this test must be able to
emit the input precisely at time 1 and check whether the output occurred precisely at time 3. In practice, the tester has finite-precision clocks and sample the outputs of the system under test periodically, e.g. every 0.3 time units, thus, it cannot distinguish between the output arriving anywhere in the interval (2.9, 3.1). In this sense, it is very difficult, if not impossible, to implement analogue-clock tests using finite-precision clocks. In this case, Cardell-Oliver proposes that a more appropriate model for observing real-time systems is a digital clock approximation.

As a TLTS representation of a TA can possibly have infinite states because of the representation of time, each timed trace of the TLTS is mapped into a set of possible integer-timed trace interpretations. Thus, symbolic states are used to represent a set of clock valuations. The symbolism is only used to abstract time and does not take the data of the system under test into account, so this proposal cannot be classified as a symbolic testing approach.

Furthermore, the paper considers a kind of test purpose, named test views, where the tester can select relevant events to observe. An implementation relation is defined based on trace equivalence under the assumption that the implementation is input-enabled (input-complete) and that it has no more states than the specification. An algorithm implementing the approach is presented, but, it seems that there is not a tool to support the work.

### 4.1.2 En-Nouaary et al.

En-Nouaary et al. [46] address the issue of testing real-time systems specified as a variant of the TAIO presented in Subsection 2.2.3. The TAIO considered in [46] is assumed to have instantaneous transitions, that is, once the transitions are enabled they must be taken immediately. This assumption reduces too much the expressiveness of the model, for example a simple specification such as “when an input is provided, an output must be generated within at most 10 time units” cannot be expressed.

En-Nouaary et al. propose a test case generation approach that is divided into three steps: firstly, as the semantics of a TAIO can be defined in terms of an infinite TIOLTS (see Subsection 2.2.3), the authors represent this infinite TIOLTS using a finite region graph where the locations symbolically represent a set of clock valuations. Secondly, each clock region of the region graph is sampled, according to a granularity, in a way that each clock region is transformed into a finite set of clock valuations; thus, the region graph is reduced
to another graph, named grid automaton, which is then transformed into a timed finite state machine. Finally, they use state characterization techniques for test case generation [47].

Note that, as the work only represents time symbolically, it is not considered as a symbolic testing strategy, since the data of the system must also be symbolically taken into account. The work supposes that the implementation under test has the same number of locations as the specification. Thus, the implementation relation is based on trace equivalence. The adopted assumption is very strong compromising the usefulness of the work in practice. Moreover, no algorithms for test case generation are shown.

An interesting contribution of En-Nouaary et al. is the study about fault models. They argue that two types of faults are possible: timing faults and action and transfer faults [48]. Timing faults are related to violation of transition time constraints and action and transfer faults are similar to the classical faults of finite state machines. In [46], the authors discuss how the fault model can be used to test timed systems based on TAIO model.

In [44; 45], the testing approach is improved changing the last step of the test case generation process. Instead of transforming the generated grid automata into a timed finite state machine, the grid automata is traversed using an adaptation of the Depth-First Search strategy in order to generate test cases. In this more recent work, a test selection strategy based on test purposes is defined and algorithms are presented. Nevertheless, this improved approach only represents time symbolically.

4.1.3 Li et al.

Li et al. [87] propose an approach to property-oriented real-time test case generation. As specification language, they use time-enriched statecharts and provide a restricted real-time logic as the property specification language. Li et al. argue that statecharts cannot be easily manipulated for test generation, then they provide a way of transforming statecharts into extended finite state machines, from which test sequences are obtained.

Li et al. [87] focus only on specification languages. Thus, several concepts of a complete testing strategy are not taken into account such as assumptions related to specifications and implementations, conformance relation, test architecture, tools, case studies, and so on.
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4.1.4 Khoumsi

Khoumsi [69, 70] proposes an approach to symbolic test case generation for real-time systems. To the best of our knowledge, this is one of the few approaches that tries to symbolically deal with time and variables and actions with parameters representing the system data. The Khoumsi’s main objective is to combine a real-time testing strategy with a non-real-time symbolic testing strategy.

Khoumsi’s work is based on that symbolic model theory presented in Subsection 2.1.9 extended with time. Basically, the proposed approach is divided into two steps: firstly, the real-time symbolic model is transformed into an automaton where the setting and expiration of clocks are represented as actions; finally, the symbolic testing approach presented in Subsection 2.1.9 is adapted to generate test cases.

In this approach, a new real-time symbolic model is proposed, named Timed Input-Output Symbolic Automata (TIOSA), but its semantics is not formally defined. Additionally, the first step of the approach, described above, restricts too much the use of clocks, guards, and clock resets leading to a less expressive and flexible specification language. Under the assumption of input-completeness, the adopted conformance relation can be considered as timed trace inclusion. Finally, there is no tool supporting the work and real case studies were not performed to validate the applicability of the proposed strategy.

4.1.5 Briones and Brinksma

Briones and Brinksma [23] present an extension of Tretmans’ theory and algorithm [117] for testing real-time systems. A distinguishing characteristic of this work is that it takes quiescence into account and provides an operational interpretation of this concept in the context of RTS. Only output quiescence is considered. They consider an output quiescent state as one where the system is unable to generate an output without further input stimuli. Briones and Brinksma argue that the quiescence can only be detected by waiting for outputs, but as we cannot wait forever a maximal duration $M$ must be defined. So, the work proposes a parameterised conformance relation where output quiescence only can be observed after a minimal delay of $M$ time units. The work is based on TIOLTS, which serves as semantics for TAIO (see Subsection 2.2.3). Additionally, the paper defines the concept of real-time test...
cases considering execution and verdicts, and presents in an abstract way an algorithm for generating them. Considering that the underlying continuous model of time is represented through an infinite TIOLTS, the proposed algorithm generates uncountable test cases.

In [24], Briones and Brinksma extend the framework proposed in [23] in the sense of allowing the implementation to be sometimes non-input-complete. This new paper presents an extension of TIOLTS where input and output sets are divided in channels and in each reachable state each input channel is either blocked or all inputs are accepted, i.e. the implementation can sometimes be non-input-enabled. The general maximal duration $M$, cited above, is relaxed and they allow different bounds for different sets of outputs. Moreover, the entire framework is updated to deal with these extensions, including the algorithm for test case generation. But, the algorithm has the same problem as in [23], that is, it also generates uncountable test cases.

### 4.1.6 Bohnenkamp and Belinfante

Bohnenkamp and Belinfante [20] present an extension of TorX [119] where timing constraints can be expressed in the specification. TorX is an on-the-fly testing tool that tests for the conformance relation proposed by Tretmans [117]. Bohnenkamp and Belinfante’s work is influenced by the framework presented in Subsection 4.1.5, that is, the main objective of this work is to provide an extension of TorX to implement the main ideas of the Briones and Brinksma’s work [23].

To avoid the generation of uncountable test cases, Bohnenkamp and Belinfante adopt a symbolic representation of TIOLTS, where each symbolic location represents the maximal set of clock valuations that satisfy a given clock constraint. This strategy is not considered as a symbolic testing strategy, as only time is abstracted. The tool assumes input-completeness of the IUT and that the tool must run on the same host as the IUT. The latter restriction reduces the usefulness of the tool in practice, since several systems cannot be tested such as embedded systems with limited resources (e.g. smart cards, mobile phones, music players, and so on).
4.1.7 Bodeveix et al.

Bodeveix et al. [19] propose a way of checking real-time dependability requirements by means of testing. They adopted a particular kind of timed automata, where determinism and explicit inputs and outputs are assumed. The main idea is to model dependability requirements as test purposes. The strategy is described in three steps: (1) a kind of synchronous product is performed between the specification and the requirement to be checked; (2) the states of the resulting model are symbolically represented abstracting only time; (3) a reachability algorithm is executed to generate only one test case capable of checking the dependability requirement.

The paper is very short and important concepts of a complete testing framework are not discussed such as assumptions related to specifications and implementations, conformance relation, test cases, verdicts, oracles, and so on. Additionally, algorithms are not shown and tools were not developed to support the proposal.

4.1.8 Larsen et al.

Larsen et al. [80] propose a tool and the related theory for online testing of real-time systems. The work is based on non-deterministic timed automata with inputs and outputs (TAIO) specifications. However, the adopted TAIO is a variant of that presented in Subsection 2.2.3, where both locations and transitions can have guards (clock constraints). The developed tool was firstly named T-UPPAAL [100], but today its name is UPPAAL TRON (UPPAAL for Testing Real-time systems ONline). This tool was implemented by extending the UPPAAL model-checking tool [82].

A distinct characteristic of the work is the proposal of a formal implementation relation that takes environment assumptions into account. An environment assumption is a kind of test purpose of the property oriented testing theory, presented in Subsection 2.1.6. Thus, the main goal of the proposed implementation relation is to check if an implementation is in conformance with its specification when operating under some environment assumptions. According to Larsen et al. [80], modelling the assumptions separately has several advantages: (1) considering a specific environment, the testing tool generates only realistic test cases reducing the number of test cases and improving the quality of the test suite; (2) the test-
ing process can be guided to specific scenarios of interest; (3) when the environment model is separated from the system model it is easier to test the system under different assumptions. The proposed implementation relation is based on Tretmans and de Vries’ work [118,40] and coincides with timed trace inclusion considering the input enabledness assumption.

As previously said, the work is based on a variation of TAIO, but Larsen et al. [80] show that the semantics of a TAIO can be defined in terms of an infinite TIOLTS. Thus, all the theories and algorithms presented are based on TIOLTS. In [80], the main algorithm for generating and executing test cases are presented as well as its proof of soundness and completeness. As a TIOLTS, representing a TAIO, can possibly have infinite states because of the representation of time, the generation of test cases uses a reachability algorithm that operates on symbolic states (a symbolic state represents a set of clock valuations). As only time is symbolically represented and the system data is not symbolically taken into account, we cannot consider this proposal as a symbolic testing approach.

The work reported in [80] presents an experiment to validate UPPAAL TRON and indicate the applicability of the proposed technique. As the test generation and execution is online, a drawback is the need to implement an adapter component to link the system under test to the UPPAAL TRON tool. In order to evaluate the algorithms and the tool in detail, a real-life application was tested and the results are described in [81].

4.1.9 Hessel et al.

Hessel et al. [60] present a strategy of time-optimal test case generation using the data structures and algorithms of the UPPAAL model checking tool [82]. Time-optimal test cases are defined as test cases guaranteed to take the least possible time to execute. According to Hessel et al. [60], time-optimal test cases are important for some reasons: (1) using time-optimal test cases, the total execution time of a test suite is reduced allowing more behaviour to be tested; (2) regression testing can be executed as quickly as possible; (3) the time-optimal test cases have high probability of detecting errors, considering that the fastest scenarios are stressful situations. The proposed strategy can generate test cases using manually defined test purposes or automatically generated from some coverage criteria.

The proposed strategy assumes that both the implementation under test (IUT) and the environment (the test purpose) are modelled using a deterministic and output ur-
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gent class of TA. A TA is deterministic when two transitions with the same label lead to the same state and it is output urgent if, when an output is enabled, it occurs immediately. These characteristics are very restrictive reducing the expressiveness of the model. The work uses the fastest diagnostic trace of the UPPAAL tool to generate time-optimal sequences. This functionality of UPPAAL generates a trace with the shortest accumulated time delay witnessing a submitted safety property. Then, a test case is generated from this diagnostic trace. As previously said in Subsection 4.1.8 the UPPAAL’s reachability algorithm operates on symbolic states, but only time is symbolically represented. The implementation relation considered is the timed trace inclusion as in [80; 81]. One of the main ideas of the work is that test purposes can be formulated as safety properties that can be checked by the reachability analysis performed in a model generated by the combination of the specification with the test purpose. Another interesting idea is the use of coverage criteria to generate test cases. In this case, the proposed solution is to annotate the model using auxiliary variables to mark the coverage of target elements (e.g. edges and locations). The work also presents an interesting experiment, but it is clear that the annotation of the model with new auxiliary variables is tedious and error prone in practice. Moreover, the inclusion of these variables increases the state space reducing the applicability of the work in practice.

Several limitations of the work described above are solved in another work [61], which extends the requirement specification language of UPPAAL in order to allow the use of keywords to represent coverage criteria. Therewith, the reachability analysis algorithm of the UPPAAL tool was modified to eliminate the need of manually annotating the model and another version of UPPAAL was created, the UPPAAL CoVer tool. Even so, the defined language is still very restrictive and the specification model continues being deterministic and output urgent.

Finally, a book chapter [59] was written to describe both the online testing using UPPAAL proposed by Larsen et al. [80; 81] and the offline testing using UPPAAL proposed by Hessel et al. [60; 61].
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4.1.10 Merayo et al.

Merayo et al. [96] present a formal framework to specify and test real-time systems that considers both hard and soft deadlines, where hard deadlines must be always met on time and soft deadlines can be sometimes met in different times. The model used to specify the software system is an extension of the classical finite state machine, called Timed Extended Finite State Machines (TEFSM). Transitions in classical finite state machines indicate that if a machine is in a state $s$ and receives an input $i$ then an output $o$ will be produced and it will change its state to $s'$ (this can be represented as $s \xrightarrow{i/o} s'$). The timed extension proposed is represented as $s \xrightarrow{i/o \in [t_1, t_2]} s'$ and it means that if a machine is in a state $s$ and receives an input $i$ then an output $o$ will be produced and it will change its state to $s'$ wasting a time greater than or equal to $t_1$ and smaller than or equal to $t_2$. Merayo et al. argues that, in the context of RTS, the notion of correctness has several possible definitions. For this, the framework defines several conformance relations. In practice, one may consider that a system under test is in conformance with a specification if all actions are performed exactly on a predefined time, while another could consider that the implementation has to be always/sometimes faster. Thus, depending on the situation, a different conformance relation can be taken into account. The presented conformance relations are based on Tretmans’ work [117]. The paper also formalizes the concept of test cases and test suites and gives some directions of how to apply the test cases to an implementation. But, algorithms are not presented.

The work discussed above was extended in [97], which itself continues the proposal presented in [103]. In this more recent work, two kinds of time are considered: actions with associated time and time-outs. When time-outs are allowed the state of the system can change only with the time evolution (without the occurrence of actions). Moreover, an algorithm to generate test cases is presented and some small examples are discussed. In [98], Merayo et al. extends the work [97] to deal with stochastic time systems. Finally, the work presented in [99] extends all the developed formal framework to deal with specifications where time requirements are defined using intervals.

The ideas presented by Merayo et al. [96, 97, 98, 99, 103] are very interesting. It is extremely useful to have many conformance relations, so the theory can be used in different contexts. But, in general, the work has some disadvantages: (1) there is no a tool supporting the approach; (2) real examples and case studies are not presented; (3) the model does not
allow to specify actions with parameters and communicating machines are not considered, thus it is not possible to deal with asynchronous events; (4) only one clock is used to control how time evolves reducing the expressiveness of the model; (5) only the discrete-time model is considered.

4.1.11 Krichen and Tripakis

Currently, one of the most complete works on testing of real-time systems is the one developed by Krichen and Tripakis [73, 74, 75, 76, 77, 78]. In [74], they propose a framework for conformance testing of real-time systems where specifications are modelled as non-deterministic and partially-observable timed automata. Krichen and Tripakis argue that, in practice, when the model is built compositionally, component interactions are usually non-observable by the tester and this abstraction often results in non-determinism.

In comparison with other approaches, Krichen and Tripakis’ work uses less restricted timed automata. For example, several restrict assumptions are considered by other approaches such as isolated and urgent outputs (Subsection 4.1.9); the use of determinizable timed automata with restricted clock resets (Subsection 4.1.4); the use of trace equivalence as conformance relation, considering that the implementation has no more states than the specification (Subsections 4.1.1 and 4.1.2); permission of using only one clock in the specification (Subsection 4.1.10); and so on. Krichen and Tripakis use a kind of TAIO where each transition is annotated with one of the following three deadlines: lazy, delayable, and eager. The lazy deadline imposes no urgency, delayable means that once enabled the transition must be taken before it becomes disabled, and eager means the transition must be taken as soon as it becomes enabled.

They propose an extension of the conformance relation from [118], named timed input-output conformance (tioco). This new conformance relation is defined by including time delays in the set of observable outputs. They do not require the specification to be input-complete, thus tioco is more expressive than the other conformance relations such as trace equivalence (Subsections 4.1.1 and 4.1.2) and trace inclusion (Subsections 4.1.9 and 4.1.4). The proposed conformance relation is more expressive in the sense that it allows an implementation to accept inputs not accepted by the specification, whereas the other timed conformance relations above do not. Several characteristics of tioco are discussed in [77]
such as transitivity, an extensive comparison with related conformance relations, the prove that checking tioco is undecidable (it is not a problem for black-box testing since the implementation model is unknown, the conformance cannot be directly checked) and that it does not distinguish specifications with the same set of observable traces.

Most of the other authors only consider analogue-clock tests, i.e. tests that are very difficult to execute in practice. Nevertheless, Krichen and Tripakis consider both analogue-clock and digital-clock tests. Analogue-clock tests can measure precisely the delay between two events, whereas digital-clock tests can only count how many time units of a periodic clock have occurred between two events [74]. They use symbolic reachability algorithms for test case generation, whereas other approaches use symbolic representation of time with classical reachability algorithms. There is a tool, named TTG, supporting the proposed strategy and in [74] only a toy example is used as case study.

The strategy of analogue and digital-clock test generation is improved in [75]. Most test generation algorithms rely on an implicit determinization of the specification during the test case generation, but this is a problem when analogue-clock tests are considered because timed automata are not determinizable in general [5]. In [74], Krichen and Tripakis proposed an on-the-fly determinization of the specification during the execution of the test, but the generated algorithm is costly and the tester must quickly respond to the outputs of the system under test. Thus, they proposed, in [75], a pragmatic approach where they suppose that the tester has a single clock and that it is reset every time the tester observes an action of the system. This proposed strategy allows analogue-clock tests to be represented as deterministic timed automata. The generation of digital-clock tests has a different problem: as this kind of test can be represented statically as finite trees, the generation can be offline or on-the-fly and the strategy adopted in [74] is to generate all possible tests up to a given depth, leading to an explosion of test cases. In [75], this problem is solved by providing a method to generate tests which cover the specification with respect to some criteria.

Krichen and Tripakis present, in [76], the proposed framework in a methodological point of view with emphasis on the expressiveness of the models and showing several examples of scenarios to be specified. A real example is used as case study in this more recent work. Finally, all the work discussed in this section is described in detail in Krichen’s PhD thesis [73] and in [78].
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4.1.12 Zheng et al.

Zheng et al. [124] address methods to generate test cases from formal specifications of real-time systems and provide a metric-based test selection method for sufficient testing of a given implementation. The systems are specified using an object-oriented approach: firstly, the abstract data types are separately defined; secondly, each reactive object of the system is specified using a kind of extended finite state machines; finally, the whole system is specified as a network of communicating objects.

As the specification notation allows time to be continuous, a grid is used to digitise the extended finite state machines. The grid is a covering of the underlying analogue time space, mapping points of that space onto a single representative of each grid region. So, this strategy also represents time symbolically as most of the other approaches discussed in this chapter. From grid automata, test cases can be generated according to a given coverage criterion (state or transition coverage) or according to a fault model.

The work also describes an experimental study where a test bed implementing the proposed strategy, named TROMLAB, is used to validate the work. But, the work has some drawbacks such as a conformance relation is not defined, algorithms and examples of test cases are not presented, the cited tool is not available, and the specification language only considers synchronous communication between objects.

4.1.13 David et al.

David et al. [37] propose a game-theoretic approach to the testing of real-time systems. Systems are modelled by Timed Input-Output Game Automata (TIOGA), which is a variant of timed automata (see Subsection 2.2.3) with their actions partitioned into controllable ones and uncontrollable ones. When an action is controllable it means that the tester determines when or which action will occur, whereas when an action is uncontrollable it means that it is the system under test that determines when or which action will occur. Considering that the set of actions are divided into input and output actions, David et al. assume all output actions to be uncontrollable and all input actions to be controllable. Test purposes can be defined as Timed CTL formulas.

According to David et al., the proposed strategy can be defined as follows: a play of the
timed game between the system and the tester is a run of the TIOGA towards a specified test purpose; if the Timed CTL formula is satisfied by the TIOGA, it can synthesize a winning strategy; since a winning strategy is a guide towards the goal states, which satisfy the test purpose, it can be viewed as a test case. This strategy is implemented in a timed game solver, named UPPAAL TIGA.

David et al. show that the semantics of TIOGA can be defined in terms of TIOLTS and reuse the conformance relation defined by Krichen and Tripakis (Subsection 4.1.11). Internally, the strategy represents time in a symbolic way and uses model checking techniques to verify the satisfiability of a formula against a specification, and if so, a test case is generated. In this sense, this technique is not considered to be a symbolic testing strategy.

In [38], David et al. propose another game-theoretic approach to testing partially observable real-time systems. This work differs from the former because the tester may observe neither internal actions nor internal state changes due to these internal actions. Moreover, the tester has limited precision ways to analyse the SUT, which avoids knowing which state the SUT is in or the precise observation a timed trace. In this case, the SUT can only be observed through a finite number of possible observations. Finally, an observation-based conformance relation is proposed along with algorithms for test case generation, but only time is symbolically treated.

4.1.14 Adjir et al.

Adjir et al. [3, 4] propose a technique for conformance testing of real-time systems using TINA, a toolbox for the edition and analysis of Petri Nets and Time Petri Nets. According to the authors, the toolbox allows the generation of time-optimal test cases. As specification language, they use Prioritised Time Petri Nets. In this model, there is a priority relation on the transitions, that is, a transition can only be fired if it has the highest priority at the moment.

The authors mention that the proposed technique is based on timed trace inclusion, but no conformance relation is formally defined. Specific scenarios of testing can be selected through manually defined test purposes and covering criteria specified in the state-event linear temporal logic SE-LTL. Besides not presenting algorithms or case studies, this work only abstracts time.
4.1.15 Styp et al.

Styp et al. [120] propose a combination of symbolic transition systems introduced in [52] with timed automata presented in [5], named Symbolic Timed Automata (STA). The proposed formalism allows the modelling of real-time reactive systems with data input and output. It is possible to use variables as bounds in clock guards and associate clock invariants with locations. The semantics of STA is defined in terms of TLTS (see Subsection 2.2.3).

A new conformance relation is defined: stioco. The stioco relation is very similar to the tioco relation defined by Krichen and Tripakis (Subsection 4.1.11), but symbolic constraints (universally quantified formulas) are considered instead of dealing with concrete outputs. Thus, an implementation conforms to a specification for stioco, if, whenever the constraints are satisfied for the implementation to produce an output or delay, then also the specification satisfies the constraints to produce the same output or delay. The authors state that stioco coincides with tioco at the semantic level.

As the work is at the beginning, it is far from a complete testing approach. Test cases are not defined along with a test architecture to execute them. Test case generation and selection strategies are not presented. Moreover, there are neither algorithms nor tools to support the work proposed.

4.1.16 Timo et al.

Timo and Rollet [113; 114] propose a conformance testing approach to data-flow real-time systems based on a variant of timed automata in which only variable changing are considered as events.

In [114] the model called Variable Driven Timed Automata (VDTA) is proposed. In the states of a VDTA either the time elapses continuously or the environment modifies the values of input variables. All transitions are urgent and the values of output variables can only be observed. Moreover, a timed variable-change conformance relation (tvco) is proposed. Basically, an implementation is in conformance with its specification for tvco if all behaviours of the implementation are allowed by its specification. In this case, the implementation must change the value of input variables in a time allowed by the specification. An online testing algorithm is proposed, but test cases are not formally defined.
The approach presented in [114] is improved in [113]. Test purposes are introduced as a test case selection strategy and the time is treated with region graphs, which may lead to the state space explosion problem. Finally, abstract interpretation and approximation techniques are proposed to generate test cases, but no algorithms are presented. It is important to mention that only deterministic models are considered, quiescence is not discussed, and there is no tool supporting the work.

### 4.2 Comparison of Reviewed Work

This section concludes the analysis of related work with a comparison among all studied contributions. The analysis is divided into three tables because of the limited space. In the first table (Table 4.1), the following characteristics are considered: (1) if the strategy of test case generation is online or offline; (2) if the proposal allows test purposes specification; (3) if the proposed strategy is supported by tools; (4) the specification language used to model the IUT; (5) if the work takes quiescence into account.

Considering the first characteristic, most of the approaches adopt offline test generation. Few approaches that consider an online test case generation has a tool available. As discussed before, it is easier to deal with non-determinism through an online strategy. On the other hand, it is more difficult to guide the generation with test purposes. An interesting work is the one developed by Krichen and Tripakis (Subsection 4.1.11), where the generation is offline but the strategy takes non-determinism into account. The generated test cases can be seen as trees and the action of the tester depends on the observation history. It is important to remark that non-determinism is an important characteristic of the real-time context, since most of specifications are composed of parallel components.

The second characteristic is related to specification of properties to be verified during the test. Most of the approaches allow the specification of test purposes. In some cases, the approaches marked with an asterisk “*”, the strategy allows the specification of the environment that interacts with the IUT emitting inputs and receiving outputs. In this case, the specification of the environment can be considered as a test purpose. Test purposes are extremely needed in the context of real-time systems because the available algorithms usually generate a huge amount of test cases.
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As the researches in the context of real-time testing are very recent, there are few tools available. Basically, we can cite TROM (Subsection 4.1.8), CoVer (Subsection 4.1.9), TTG (Subsection 4.1.11), TIGA (Subsection 4.1.13), and TINA (Subsection 4.1.14) for effective testing of real-time systems. The other tools marked with an asterisk are only cited on their respective papers, but they are not available. The three tools TROM, CoVer, and TIGA are related in the sense that they are based on the UPPAAL model checking tool. These three tools use the UPPAAL notation as the input specification.

Considering the notation used as specification language, most of the approaches use models derived from timed automata [5]. In general, timed automata cannot be determinized [5], thus most approaches impose several restrictions to the specification language. Some authors completely disallow non-determinism such as Cardell-Oliver (Subsection 4.1.1), EnNouaary et al. (Subsection 4.1.2), Li et al. (Subsection 4.1.3), Briones and Brinksma (Subsection 4.1.5), Bodeveix et al. (Subsection 4.1.7), Hessel et al. (Subsection 4.1.9), Zheng et al. (Subsection 4.1.12), and David et al. (Subsection 4.1.13); whereas, others restrict the use of clocks, guards, or clock resets such as Khoumsi (Subsection 4.1.4), Bohnenkamp and Belinfante (Subsection 4.1.6), and Merayo et al. (Subsection 4.1.10). The most expressive specification languages are used by Larsen et al. (Subsection 4.1.8) and Krichen and Tripakis (Subsection 4.1.11). Non-determinism is also important to model timing uncertainty, that is, it is more realistic to allow an output occurring in some interval of time. In this case, non-determinism is a choice between letting the time pass or emitting an output.

Khoumsi (Subsection 4.1.4) is one of the authors that proposes a specification language where parameters and variables containing data of the system can be defined. This is the first step in order to provide an effective real-time symbolic testing strategy. Nevertheless, strong restrictions are made on clocks, guards, and clock resets leading to restrictions on its applicability in practice. Two other approaches described in Subsections 4.1.15 and 4.1.16 are intended to provide a real-time symbolic testing strategy, but these approaches can be considered as incomplete since test cases are not formally defined, a test architecture is not defined, no algorithms are presented, and there is no tool supporting the work.

The last characteristic considered in Table 4.1 is quiescence. Quiescence is a characteristic of systems that indicates the absence of outputs, and as described in Subsection 2.1.5 it is extremely related to real-time systems. To provide an effective way of dealing with qui-
escence, the following concepts must take it into account: input specification, conformance relation, oracle, and so on. In this sense, only two approaches consider quiescence: Briones and Brinksma (Subsection 4.1.5) and Bohnenkamp and Belinfante (Subsection 4.1.6). However, the former work does not have an implemented tool, whereas the latter implemented a prototype which is unavailable.

<table>
<thead>
<tr>
<th>Work</th>
<th>Test Case Generation</th>
<th>TP</th>
<th>Tool</th>
<th>Spec. Language</th>
<th>Quiesc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardell-Oliver</td>
<td>offline</td>
<td>yes</td>
<td>Essex</td>
<td>TIO LTS</td>
<td>no</td>
</tr>
<tr>
<td>En-Nouaary et al.</td>
<td>offline</td>
<td>yes</td>
<td>no</td>
<td>deterministic and output urgent TAIO</td>
<td>no</td>
</tr>
<tr>
<td>Li et al.</td>
<td>offline</td>
<td>yes</td>
<td>no</td>
<td>RT Statecharts</td>
<td>no</td>
</tr>
<tr>
<td>Khoumsi</td>
<td>offline</td>
<td>yes</td>
<td>no</td>
<td>non-deterministic TIOSA</td>
<td>no</td>
</tr>
<tr>
<td>Briones and Brinksma</td>
<td>offline</td>
<td>no</td>
<td>no</td>
<td>TIO LTS</td>
<td>yes</td>
</tr>
<tr>
<td>Bohnenkamp and Belinfante</td>
<td>online</td>
<td>yes</td>
<td>yes*</td>
<td>non-deterministic safety TAIO</td>
<td>yes</td>
</tr>
<tr>
<td>Bodeveix et al.</td>
<td>offline</td>
<td>yes</td>
<td>no</td>
<td>a kind of TAIO</td>
<td>no</td>
</tr>
<tr>
<td>Larsen et al.</td>
<td>online</td>
<td>yes</td>
<td>TRON</td>
<td>TAIO (with guards on locations and transitions)</td>
<td>no</td>
</tr>
<tr>
<td>Hessel et al.</td>
<td>offline</td>
<td>yes</td>
<td>CoVer</td>
<td>deterministic and output urgent TAIO</td>
<td>no</td>
</tr>
<tr>
<td>Merayo et al.</td>
<td>offline</td>
<td>no</td>
<td>no</td>
<td>non-deterministic TEFSM</td>
<td>no</td>
</tr>
<tr>
<td>Krichen and Tripakis</td>
<td>offline and online</td>
<td>yes</td>
<td>TTG*</td>
<td>partially-observable and non-deterministic TAIO</td>
<td>no</td>
</tr>
<tr>
<td>Zheng et al.</td>
<td>offline</td>
<td>yes</td>
<td>TROMLAB*</td>
<td>TEFSM</td>
<td>no</td>
</tr>
<tr>
<td>David et al.</td>
<td>offline</td>
<td>yes</td>
<td>TIGA</td>
<td>TIOGA</td>
<td>no</td>
</tr>
<tr>
<td>Adjir et al.</td>
<td>offline</td>
<td>yes</td>
<td>TINA</td>
<td>Prioritized Time Petri Nets</td>
<td>no</td>
</tr>
<tr>
<td>Styp et al.</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>STA</td>
<td>no</td>
</tr>
<tr>
<td>Timo et al.</td>
<td>offline</td>
<td>yes</td>
<td>no</td>
<td>VDTA</td>
<td>no</td>
</tr>
</tbody>
</table>

Table 4.1: Related Work

In the second table (Table 4.2), the following characteristics are considered: (1) definition of a conformance relation; (2) assumptions related to the specification; (3) assumptions related to the implementation under test. Considering the first characteristic, most of the approaches define a conformance relation based on either trace equivalence or trace inclu-
sion. These kinds of conformance are very restricted because the implementation must have inputs and outputs defined in the specification. In the case where the specification does not completely specify a system, an implementation is allowed to have inputs not defined in the specification, thus only the outputs related to inputs defined in the specification must be considered. In this sense, Krichen and Tripakis (Subsection 4.1.11) propose a less restricted conformance relation, named tioco. Briones and Brinksma (Subsection 4.1.5) is the only work that defines a conformance relation considering quiescence and the idea is implemented by Bohnenkamp and Belinfante (Subsection 4.1.6). Merayo et al. (Subsection 4.1.10) define several conformance relations which can be considered as timed trace inclusions as well as the conformance relation defined by Timo et al. (Subsection 4.1.16). An interesting conformance relation is defined by Styp et al. (Subsection 4.1.15) based on symbolic constraints instead of concrete outputs, however at the semantic level it coincides with tioco.

Considering the second characteristic in Table 4.2, as already discussed, several approaches impose determinism to the specification in order to simplify the strategy. Almost all approaches assume input-completeness of the specification, so a complete specification of the IUT must be available. This restriction is relaxed by Krichen and Tripakis (Subsection 4.1.11) where the testing process can be performed with a system partially specified.

The last characteristic in Table 4.2 is related to the assumptions about the IUT. Practically, all approaches assume the input-completeness of the IUT. In practice, this assumption is true in many contexts, but not all. There are several scenarios where an IUT may not be input-complete, for instance, when a user tries to save a read-only text or to insert a PIN card in a slot of a cash machine where there is already another PIN card inserted. It is clear that there are situations where the inputs can be forbidden or ignored by the system. In this sense, Briones and Brinksma (Subsection 4.1.5) provide a strategy to deal with these cases.

In the third table (Table 4.3), the following characteristics are considered: (1) the kind of time (analogue or digital-time); (2) the kind of test cases (instantiated or abstract); (3) the kind of communication allowed by models; (4) the kind of oracle (manual, partial, or automated). Considering the first characteristic of Table 4.3, almost all approaches adopt the analogue-time model and represent time in a symbolic way. An interesting characteristic of Krichen and Tripakis’ work is that they do not represent time symbolically, but they provide
<table>
<thead>
<tr>
<th>Work</th>
<th>Conf. Relation</th>
<th>Specification</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardell-Oliver</td>
<td>trace equivalence</td>
<td>input-complete and must have more states than the implementation.</td>
<td>input-complete</td>
</tr>
<tr>
<td>En-Nouaary et al.</td>
<td>trace equivalence</td>
<td>input-complete and must have the same number of locations as the implementation.</td>
<td>input-complete</td>
</tr>
<tr>
<td>Li et al.</td>
<td>no conformance relation is defined</td>
<td>assumptions are not discussed</td>
<td>assumptions are not discussed</td>
</tr>
<tr>
<td>Khoumsi</td>
<td>timed trace inclusion</td>
<td>input-complete</td>
<td>input-complete</td>
</tr>
<tr>
<td>Briones and Brinksma</td>
<td>ioco with quiescence</td>
<td>input-complete</td>
<td>input-complete*</td>
</tr>
<tr>
<td>Bohnenkamp and Belinfante</td>
<td>ioco with quiescence</td>
<td>input-complete</td>
<td>input-complete</td>
</tr>
<tr>
<td>Bodeveix et al.</td>
<td>no conformance relation is defined</td>
<td>assumptions are not discussed</td>
<td>assumptions are not discussed</td>
</tr>
<tr>
<td>Larsen et al.</td>
<td>timed trace inclusion</td>
<td>deterministic and input-complete</td>
<td>input-complete</td>
</tr>
<tr>
<td>Hessel et al.</td>
<td>timed trace inclusion</td>
<td>deterministic, input-complete, and output urgent</td>
<td>input-complete</td>
</tr>
<tr>
<td>Merayo et al.</td>
<td>there are several conformance relations</td>
<td>input-complete</td>
<td>input-complete</td>
</tr>
<tr>
<td>Krichen and Tripakis</td>
<td>tioco</td>
<td>no restriction on input-completeness</td>
<td>input-complete</td>
</tr>
<tr>
<td>Zheng et al.</td>
<td>no conformance relation is defined</td>
<td>assumptions are not discussed</td>
<td>assumptions are not discussed</td>
</tr>
<tr>
<td>David et al.</td>
<td>tioco</td>
<td>input-complete</td>
<td>input-complete</td>
</tr>
<tr>
<td>Adjir et al.</td>
<td>timed trace inclusion</td>
<td>deterministic, input-complete, and output urgent</td>
<td>input-complete</td>
</tr>
<tr>
<td>Styp et al.</td>
<td>stioco</td>
<td>non-deterministic</td>
<td>input-complete</td>
</tr>
<tr>
<td>Timo et al.</td>
<td>tvco</td>
<td>assumptions are not discussed</td>
<td>assumptions are not discussed</td>
</tr>
</tbody>
</table>

Table 4.2: Related Work
4.3 Problem Statements

This section describes several problems identified during the review of the work related to this thesis. A practical example adapted from [110] will be used to clarify the discussion. The chosen example is a burglar alarm system, a real-time monitoring system. The objective of the system is to monitor sensors to detect the presence of intruders in a building.

This system uses different kinds of sensors including movement detectors in individual rooms, window sensors, which detect the breaking of a window and door sensors, which detect the opening of doors. There are 50 window sensors, 30 door sensors, and 200 movement detectors. When a sensor indicates the presence of an intruder, the system automatically
calls the police and, with a voice synthesiser, reports the position of the alarm. In addition,
the system switches on lights around the area with activated sensors and switches on an au-
dible alarm. The system is normally powered by the central power supply system, but it
is equipped with a battery backup. The loss of power is detected by a circuit monitor that

<table>
<thead>
<tr>
<th>Work</th>
<th>Time</th>
<th>Test Cases</th>
<th>Communication</th>
<th>Oracle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardell-Oliver</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>En-Nouaary et al.</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Li et al.</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Khoumsi</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Briones and Brinksma</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Bohnenkamp and Belinfante</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>automated</td>
</tr>
<tr>
<td>Bodeveix et al.</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Larsen et al.</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>automated</td>
</tr>
<tr>
<td>Hessel et al.</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Merayo et al.</td>
<td>digital-time model</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Krichen and Tripakis</td>
<td>digital and analogue-time models*</td>
<td>instantiated</td>
<td>synchronous</td>
<td>automated</td>
</tr>
<tr>
<td>Zheng et al.</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>David et al.</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Adjur et al.</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Styp et al.</td>
<td>analogue-time model</td>
<td>undefined</td>
<td>synchronous</td>
<td>undefined</td>
</tr>
<tr>
<td>Timo et al.</td>
<td>analogue-time model</td>
<td>undefined</td>
<td>synchronous</td>
<td>undefined</td>
</tr>
</tbody>
</table>

Table 4.3: Related Work
monitors the main tension. The system switches automatically to backup power when a voltage drop is detected. The timing requirements contained in our version of the burglar alarm system are described in Table 4.4.

<table>
<thead>
<tr>
<th>Stimulus/Response</th>
<th>Timing Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power fail interrupt</td>
<td>The switch to backup power must be completed within a deadline of 50 ms.</td>
</tr>
<tr>
<td>Audible alarm</td>
<td>The audible alarm should be switched on within 1/2 second after an alarm is raised by a sensor.</td>
</tr>
<tr>
<td>Voice synthesiser</td>
<td>A synthesised message should be available within 3 seconds after an audible alarm is switched on.</td>
</tr>
<tr>
<td>Communications</td>
<td>The call to the police should be started within 1 second after a message is synthesised.</td>
</tr>
<tr>
<td>Lights switch</td>
<td>The lights should be switched on within 1/2 second after the calling to the police.</td>
</tr>
</tbody>
</table>

Table 4.4: Timing Requirements

Considering the architecture of the system, each system functionality is allocated to a concurrent process as well as each kind of sensor is allocated to a process. There is an interruption-driven system to deal with the failure and switching of power supply, a communication system, a voice synthesiser, an audible alarm system, and an illumination drive system to turn on lights around the sensor. The architecture of the system is depicted in Figure 4.1. The labelled arrows indicate the data flow between processes and the notes associated with the processes indicate which process or action causes the interruption.

Considering the specified scenario, some limitations of the approaches presented in this chapter are discussed. As an alarm system is naturally a system that has several quiescent states it is important to consider this property during the testing process. In this sense, the first problem that arises is the lack of tools for testing quiescence in real-time systems.

Another limitation of the current work is the input-completeness assumption of implementations. As discussed in Section 4.2, there are situations where some inputs can be forbidden or ignored by the system. These cases are only considered by Briones and Brinksma [24], but all forbidden or ignored inputs must be previously specified. Thus, there are still
open problems such as the cases where a system cannot accept an input because of a fault (e.g. a requirement was implemented but there is not an option menu to access it). This problem is very common in the test of mobile phone applications and it is present not only in the real-time systems context but also in non-real-time systems.

The most efficient implementation of the burglar alarm system is to adopt the interrupt-driven architecture of Figure 4.1 where most communication between processes is asynchronous. For example, when an intruder is detected, the process that controls the activated sensors interrupts the building monitor process, which interrupts the alarm system process. Finally, the alarm system process, using interruptions, activates the following processes: audible alarm, lighting control, voice synthesiser, and communication process. However, current real-time models do not take asynchronous events into account. Thus, the testing process of real-time systems with asynchronous events based on formal models is compromised, if not impossible.

As discussed in Section 4.2, all approaches only use symbolic strategies to abstract time as a way of digitisation of analogue-time models. Nevertheless, when the system uses huge data domains, each value continues to be represented as a system state, leading to the clas-
tical state space explosion problem. Moreover, the digitisation of analogue-time models usually leads to a huge number of test cases. An interesting solution would be to provide symbolic testing strategies to abstract not only time but also variables of the system, leading to a simplified test suite where only most significant system data would be used during the test execution.

Taking the burglar alarm system as an example, the representation of the three kinds of sensors (movement, door and window sensors) using the existing real-time models would lead to three different paths in the model. In a real-time symbolic model, the representation is simple: the processes representing the three kinds of sensors could be abstracted in only one location in the model, where the interruption action would carry the information about the kind of sensor and the room number as parameters. In addition, the number of rooms of the burglar alarm system could be abstracted in a variable, thus it would be simpler to model situations where depending on the number of activated sensors, the system could take different decisions.

The high abstraction level in symbolic models leads to other problems such as the oracle problem. As it is possible to generate abstract test cases, the oracle problem is related to symbolic strategies in the sense that it is more difficult to provide an automated way for test case generation and execution, since test cases must be instantiated according to constraints defined in the specification.

### 4.4 Concluding Remarks

This chapter presented a review of work related to this thesis and several problems were stated. It is not our intention to deal with all identified problems. As discussed in Chapter 1, we intend to propose an extension of the symbolic testing strategy presented in Subsection 2.1.9 to deal with real-time systems. Furthermore, we intend to provide ways of modelling and testing asynchronous events considering an automated oracle for test case generation and execution. Problems related to quiescence and input-completeness are outside the scope of this thesis.
Chapter 5

Timed Input-Output Symbolic Transition Systems

This chapter presents a new symbolic model named Timed Input-Output Symbolic Transition System (TIOSTS) [11]. The goal is to address limitations of the existing notations and abstract time and data during test case generation. This model is an extension of two existing models: Timed Automata with Inputs and Outputs (TAIO), itself an extension of timed automata [5] with distinguished inputs and outputs, and deadlines to model urgency [21]; and Input-Output Symbolic Transition Systems (IOSTS) [108]. In other words, a TIOSTS is an automaton with a finite set of locations, variables used to represent the system data, and a finite set of clocks used to represent time evolution. An edge comprises a guard on variables and clocks, an action carrying parameters for the communication with its environment, an assignment to variables, and resets of clocks.

5.1 Syntax of TIOSTS

We intuitively explain the different notions of the TIOSTS model through the example shown in Figure 5.1 that models a withdrawal transaction in an ATM system. In a TIOSTS, a transition is fired if its guard is true, then the action is executed and all assignments are performed.

1In graphical representations, input actions are followed by the “?” symbol and output actions are followed by the “!” symbol. These symbols are used only as visual notation, they are not part of the action’s name.
The withdrawal transaction has a precondition (an initial condition) that states that the current *balance* must be strictly positive. Initially, the system is in the *Idle* location where it expects the *Withdrawal* input carrying a strictly positive integer parameter *amount* that is saved into the *withdrawalValue* variable with the clock set to zero when the transition is taken. The scope of an action parameter is local with respect to the transition where it appears, thus the value of an action parameter must be stored in a variable in order to use it in the future.

Considering that the value of *withdrawalValue* is less than or equal to the *balance* and the time represented by *clock* is less than or equal to 10 time units, the ATM system dispenses the cash through the *DispenseCash* output carrying the *amount* parameter (the condition \( \text{amount} = \text{withdrawalValue} \) contained in the guard means “choose a value for the *amount* parameter that, with the value of the *withdrawalValue* variable, satisfies the guard”). This is a characteristic inherited from IOSTS models whose objective is to associate the value of a variable with an action parameter in order to define output actions. Finally, the balance variable is decreased by the withdrawn value, and the system returns to the *Idle* location.

On the other hand, if the account does not have sufficient funds, the system must emit the invalid withdrawal value through the *InsufficientFunds* output carrying the *amount* parameter when *clock* is at most 2 (the condition \( \text{amount} = \text{withdrawalValue} \) has a similar meaning to the previous guard), and reset the clock to zero again. Finally, the current balance is emitted through the *PrintBalance* output when *clock* is at most 5 (the condition \( \text{amount} = \text{balance} \) contained in the guard means “choose a value for the *amount* parameter such that it is equal to the value of the *balance* parameter”), and the system returns to the *Idle* location.

Guards on transitions only indicate when they are enabled or not, but they cannot force the transition to be taken. Considering the specification of Figure 5.1, the TIOSTS may stay forever in any location. This can be solved by adding some restrictions to the transitions in order to describe the urgency of execution. Adopting the strategy defined in [21], each transition is annotated with one of the following three deadlines: *lazy*, *delayable*, and *eager*. The *lazy* deadline imposes no urgency to the transition to be taken, *delayable* means that once enabled the transition must be taken before it becomes disabled, and *eager* means the transition must be taken as soon as it becomes enabled.

Default deadlines are adopted in order to not overload pictures, thus when not specified...
the deadline of transitions with output actions is assumed to be delayable and the deadline of transitions with input actions is assumed to be lazy. On the other hand, when different deadlines are necessary they must be explicitly specified. A TIOSTS is formally described in Definition 5.1.

**Definition 5.1 (TIOSTS).** Formally, a TIOSTS is a tuple \( \langle V, P, \Theta, L, l^0, \Sigma, C, T \rangle \), where:

- \( V \) is a finite set of typed variables;
- \( P \) is a finite set of parameters. For \( x \in V \cup P \), \( \text{type}(x) \) denotes the type of \( x \);
- \( \Theta \) is the initial condition, a predicate with variables in \( V \);
- \( L \) is a finite, non-empty set of locations;
- \( l^0 \in L \) is the initial location;
- \( \Sigma = \Sigma^? \cup \Sigma^! \cup \Sigma^\tau \) is a non-empty, finite alphabet, which is the disjoint union of a set \( \Sigma^? \) of input actions, a set \( \Sigma^! \) of output actions, and a set \( \Sigma^\tau \) of internal actions. Each action \( a \in \Sigma \) has a signature \( \text{sig}(a) = \langle p_1, ..., p_n \rangle \), that is a tuple of distinct parameters. The signature of internal actions is the empty tuple;
- \( C \) is a finite set of clocks;
- \( T \) is a finite set of transitions. Each transition \( t \in T \) is a tuple \( \langle l, a, G, A, y, l' \rangle \), where:

- \( l \in L \) is the origin location of the transition,
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TLTS and TIOLTS models are used to define the semantics of all approaches based on TA and TAIO, respectively. Thus, the semantics of a TIOSTS \( \langle V, P, \Theta, L, l_0, \Sigma, C, T \rangle \) is described in terms of a TIOLTS (Definition 5.2). Intuitively, the TIOLTS states expand the sets of locations, of valuations of variables \( V \) and clocks \( C \), while transitions expand the sets of actions \( \Sigma \) associated with parameter values \( P \). A valuation of the variables \( V \) is a mapping \( \nu \) which maps every variable \( x \in V \) to a value \( \nu(x) \) in the domain of \( x \). Valuations of parameters \( P \) are defined similarly. Let \( \mathcal{V} \) denote the set of valuations of the variables \( V \) and let \( \Gamma \) denote the set of valuations of the parameters \( P \). Let the function \( \psi : C \to \mathbb{R}_{\geq 0} \) denote a clock valuation. We denote by \( \emptyset \) the valuation that assigns 0 to all clocks.

Considering \( \nu \in \mathcal{V} \) and \( \gamma \in \Gamma \), for an expression \( E \) involving a subset of \( V \cup P \), we denote by \( E(\nu, \gamma) \) the value obtained by evaluating the result of substituting in \( E \) each variable by its value according to \( \nu \) and each parameter by its value according to \( \gamma \).

**Definition 5.2** (TIOLTS semantics of a TIOSTS). The semantics of a TIOSTS \( W = \langle V, P, \Theta, L, l_0, \Sigma, C, T \rangle \) is a TIOLTS \( [W] = \langle S, S^0, Act, T \rangle \), defined as follows:

- \( S = L \times \mathcal{V} \times (C \to \mathbb{R}_{\geq 0}) \) is the set of states of the form \( s = \langle l, \nu, \psi \rangle \) where \( l \in L \) is a location, \( \nu \in \mathcal{V} \) is a specific valuation for all variables \( V \), and \( \psi \) is a clock valuation.

\( G^D \) is assumed to be expressed in a theory in which satisfiability is decidable.
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- \( S^0 = \{ \langle l^0, \nu, \psi \rangle \mid \Theta(\nu) = \text{true}, \nu \} \) is the set of initial states. It is important to remark that the number of initial states can be infinite because, in this case, there may be infinite valuations satisfying the initial condition \( \Theta \);

- \( \text{Act} = \Lambda \cup D \) is the set of actions, where \( \Lambda = \{ \langle a, \gamma \rangle \mid a \in \Sigma, \gamma \in \Gamma_{\text{sig}}(a) \} \) is the set of discrete actions and \( D = \mathbb{R}_{\geq 0} \) is the set of time-elapsing actions. \( \Lambda \) is partitioned into the sets \( \Lambda^i \) of input actions, \( \Lambda^! \) of output actions, and \( \Lambda^\tau \) of internal actions;

- \( T \) is the transition relation defined as follows: (1) transitions with discrete actions are of the form \( \langle l, \nu, \psi \rangle \xrightarrow{\langle a, \gamma \rangle} \langle l', \nu', \psi' \rangle \), where the system moves from \( \langle l, \nu, \psi \rangle \) to \( \langle l', \nu', \psi' \rangle \) through an action \( \langle a, \gamma \rangle \) if there is a transition \( t : \langle l, a, G, A, y, l' \rangle \in T \) such that \( G \) evaluates to \( \text{true} \), \( \nu' = A^D(\nu, \gamma) \), and \( \psi' = A^C(\psi) \); (2) transitions with time-elapsing actions are of the form \( \langle l, \nu, \psi \rangle \xrightarrow{d} \langle l, \nu, \psi + d \rangle \) for all \( d \in D \) considering that the deadlines do not block time progress. Once the lazy deadline is used only to denote the absence of deadlines, lazy transitions cannot block time progress. A delayable transition can block time progress if there exist \( 0 \leq d_1 < d_2 \leq d \) such that \( \psi + d_1 \models G^C \) and \( \psi + d_2 \not\models G^C \), whereas an eager transition can block time progress if \( \psi \models G^C \).

\( \diamond \)

As in [78], delayable transitions with guards of the form \( \alpha < c \) are not allowed because there is no latest time so that the guard is still true. Also, eager transitions with guards of the form \( \alpha > c \) are not allowed because there is no earliest time so that the guard becomes true.

Most notions and properties of TIOSTS are defined in terms of their underlying TIOLTS semantics (Definition 5.2). Then, consider \( s, s', s_i \in S; \tau_i \in \Lambda^\tau; \omega, \omega_i \in \text{Act}; \) and \( a, a_i \in (\text{Act} \setminus \Lambda^\tau) \). Moreover, let \( \rho \in \text{Act}^* \) be a sequence of discrete actions and time-elapsing actions, and \( \sigma \in (\text{Act} \setminus \Lambda^\tau)^* \) be a sequence of visible discrete and time-elapsing actions. \( \epsilon \in \text{Act}^* \) is the empty sequence. The sum of all delays spent in a sequence of actions \( \rho \) (respectively \( \sigma \)) is denoted by \( \text{time}(\rho) \) (respectively by \( \text{time}(\sigma) \)). For example, \( \text{time}(\epsilon) = 0 \) and \( \text{time}(2.5a?0.5x!) = 3.0 \).

Let \( W = \langle V, P, \Theta, L, l^0, \Sigma, C, T \rangle \) be a TIOSTS whose semantics is defined by the TIOLTS \( [W] = \langle S, S^0, \text{Act}, T \rangle \). We write \( s \xrightarrow{w} s' \) for \( (s, w, s') \in T \), \( s \xrightarrow{w} \) for \( \exists s' : s \xrightarrow{w} s' \). Let \( s \xrightarrow{\omega_1 \ldots \omega_m} s' \overset{\Delta}{=} \exists s_0, \ldots, s_n : s = s_0 \xrightarrow{\omega_1} s_1 \xrightarrow{\omega_2} \ldots \xrightarrow{\omega_n} s_n = s' \) be an execution. We also write
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$s \xrightarrow{\rho} s'$ for $\exists s' : s \xrightarrow{\rho} s'$. \(\text{Traces}(s) \triangleq \{ \rho \in \text{Act}^* \mid s \xrightarrow{\rho} \} \) describes the set of sequences of discrete and time-elapsing actions fireable from $s$. The set of fireable actions from $s$ is defined by $\Omega(s) \triangleq \{ \omega \in \text{Act} \mid s \xrightarrow{\omega} \}$. \(\text{Out}(s) \triangleq \Omega(s) \cap (\Sigma^l \cup D)\) is the set of all output events (including time-elapsing actions) fireable from $s$. The definition of $\text{Out}(s)$ can be extended for sets of states: for $P \subseteq S$ we have $\text{Out}(P) \triangleq \bigcup_{s \in P} \text{Out}(s)$.

The $\Rightarrow$ relation is used to denote the observable behaviour. Given $s, s' \in S$, $d \in \mathbb{R}^\geq 0$ and $a \in \Lambda^l \cup \Lambda^r$, we have $s \xrightarrow{d,a} s'$ whenever $\exists \rho \in (\Lambda^r \cup D)^*$ such that $s \xrightarrow{\rho} s'$ and $\text{time}(\rho) = d$, whereas we have $s \xrightarrow{a} s'$ whenever $\exists \rho_1, \rho_2 \in (\Lambda^r)^*$, $s_1, s_2 \in S$ such that $s \xrightarrow{\rho_1} s_1 \xrightarrow{a} s_2 \xrightarrow{\rho_2} s'$. Given $a_1, \cdots a_n \in (\text{Act} \setminus \Lambda^r)^*$, an observable execution is defined as $s \xrightarrow{a_1 \cdots a_n} s' \triangleq \exists s_0, \ldots, s_n : s = s_0 \xrightarrow{a_1} s_1 \xrightarrow{a_2} \cdots \xrightarrow{a_n} s_n = s'$. For $a \in \text{Act} \setminus \Lambda^r$ we also define $s \xrightarrow{a} \triangleq \exists s' : s \xrightarrow{a} s'$ and for $\sigma \in (\text{Act} \setminus \Lambda^r)^*$, $s \xrightarrow{\sigma} \triangleq \exists s' : s \xrightarrow{\sigma} s'$. \(\text{ObservableTraces}(s) \triangleq \{ \sigma \in (\text{Act} \setminus \Lambda^r)^* \mid s \xrightarrow{\sigma} \} \) describes the set of sequences of observable and time-elapsing actions fireable from $s$. Finally, the set of sequences of observable behaviours fireable from the initial state of a TIOSTS $W$ is defined by $\text{ObservableTraces}(W) \triangleq \text{ObservableTraces}(S_0)$.

The set $s$ after $\sigma \triangleq \{ s' \in S \mid s \xrightarrow{\sigma} s' \}$ is the set of states reachable from $s$ after the execution of $\sigma$, and $P$ after $\sigma \triangleq \bigcup_{s \in P} s$ after $\sigma$ is the set of states reachable from the set $P$ after the execution of $\sigma$.

Subclasses of TIOSTS. Let $W = \langle V, P, \Theta, L, l^0, \Sigma, C, T \rangle$ be a TIOSTS and $[W] = \langle S, S^0, \text{Act}, T \rangle$ its associated TIOLTS. $W$ is complete if it can accept any action at any state, i.e., $\forall s \in S, b \in \Lambda : s \xrightarrow{b}$. On the other hand, $W$ is input-complete if it can accept any input action at any state, possibly after internal actions, i.e., $\forall s \in S, b \in \Lambda^l : s \xrightarrow{b}$. $W$ is said to be a lazy-action TIOSTS if the deadlines of all transitions are lazy, that is, $T = \{ t \mid t : \langle l, a, G, A, lazy, l' \rangle \in T \}$. $W$ is said to be a non-blocking TIOSTS when it does not block time. In this case, the following condition must be satisfied $[74]: \forall s \in S_0 \text{ after } \rho, \forall d \in \mathbb{R}^\geq 0, \exists \rho' \in (\Lambda^l \cup \Lambda^r \cup D)^* : \text{time}(\rho') = d \wedge s \xrightarrow{\rho'}$. $W$ is said to be deterministic if the following three conditions are satisfied $[35; 63, 108]$:

1. $\Lambda^r = \emptyset$ (i.e. there are no internal actions);
2. $| S_0 | = 1$, that is, there is only one initial state implying the initial condition $\Theta$ is satisfied by only one valuation $\nu^0$;
5.3 Synchronous Product of TIOSTS

The synchronous product of two TIOSTSs $W_1$ and $W_2$ is an important operation used in both property oriented testing and conformance testing. This operation is used in the former for identifying behaviours of the specification accepted or rejected by a particular property (e.g., $W_1$ could be a specification and $W_2$ could be a test purpose). On the other hand, for conformance testing, this operation is used for modelling the synchronous execution of a test case on an implementation (e.g., $W_1$ could be a test case and $W_2$ could be an implementation under test). This classical problem is known as the language intersection problem \[62\].

The synchronous product operation requires compatibility between $W_1$ and $W_2$, that is, $W_1$ and $W_2$ must share the same sets of input and output actions from the same signature, with the same set of parameters, and have no variables, internal actions, or clocks in common.

**Definition 5.3** (Compatibility for Synchronous Product). The TIOSTSs $W_i = \langle V_i, P_i, \Theta_i, L_i, l_0^i, \Sigma_i, C_i, T_i \rangle$ ($i = 1, 2$) are compatible if $V_1 \cap V_2 = \emptyset$, $P_1 = P_2$, $\Sigma_1 = \Sigma_2$, $\Sigma_1^{\tau} = \Sigma_2^{\tau}$, $\Sigma_1^{\tau} \cap \Sigma_2^{\tau} = \emptyset$, and $C_1 \cap C_2 = \emptyset$.

Given the ordering lazy < delayable < eager on deadlines and two deadlines $y_1, y_2$, $op(y_1, y_2) = (y_2$ if $y_1 < y_2$ and $y_1$ otherwise) is an operation which computes the resulting deadline in the synchronous product operation by keeping the most restrictive one.

Given two compatible TIOSTSs, Definition 5.4 formally describes the synchronous product between them.

**Definition 5.4** (Synchronous Product). The synchronous product of two compatible TIOSTSs $W_1$ and $W_2$ is denoted by $SP = W_1 \parallel W_2$. $SP$ is the TIOSTS $\langle V, P, \Theta, L, l_0, \Sigma, C, T \rangle$ defined by: $V = V_1 \cup V_2$, $P = P_1 = P_2$, $\Theta = \Theta_1 \wedge \Theta_2$, $L = L_1 \times L_2$, $l_0 = \langle l_0^1, l_0^2 \rangle$, $\Sigma = \Sigma_1 \cup \Sigma_2$, $\Sigma^{\tau} = \Sigma_1^{\tau} = \Sigma_2^{\tau}$, $\Sigma^{\tau} = \Sigma_1^{\tau} \cup \Sigma_2^{\tau}$, and $C = C_1 \cup C_2$. The set $T$ is the smallest set such that:
5.4 Concluding Remarks

This chapter presented the symbolic model proposed to address limitations of the existing notations abstracting time and data in the specification of real-time systems. As the proposed
model is based on timed automata, it has the same expressiveness as the approaches presented in Chapter 4. However, the use of variables to represent the system data leads to more compact and abstract models. Moreover, when data and time are treated in a symbolic way the state space explosion problem is avoided. Next chapter presents how test cases can be generated from the proposed model.
Chapter 6

Conformance Testing with TIOSTS

This chapter instantiates the conformance testing framework presented in Subsection 2.1.5 and the test purpose framework presented in Subsection 2.1.6 considering TIOSTS models defined in Chapter 5. After that, the whole process defined to generate test cases based on TIOSTS models in order to check the conformance between a specification and an implementation is described. Finally, some properties of the test cases generated by our approach are discussed. The contents of this chapter is also discussed in [11].

6.1 Testing Conformance

Conformance testing is a kind of testing used to ensure that an implementation of a software system meets its specification [118]. This kind of testing relates a specification with an implementation through a conformance relation, which is checked by the execution of test cases, possibly selected according to a test purpose. Thus, it is essential to describe all concepts related to conformance testing such as specifications, implementations, conformance relations between specifications and implementations, and test cases.

Specifications. A specification is a formal model of the SUT represented by a non-blocking TIOSTS $S$. The non-blocking specification assumption is due to the fact that we are considering specifications of software systems that do not force input actions, that is, the system cannot block because an input action was not provided by the environment.

Implementations. An implementation is a physical software system running on a real-time
environment (e.g., a real-time operating system). In order to reason about conformance, it is assumed that the semantics of any implementation can be modelled by a formal object. We assume here that it is modelled by a TIO LTS $\mathcal{T}$. Moreover, the implementation is assumed to be input-complete, non-blocking, and has the same interface (input and output actions with their signatures) as the specification $S$. These assumptions are called test hypotheses.

**Test Cases.** Test cases (Definition 6.1) are used to check the conformance between specifications and implementations. It is here defined as a TIOSTS $TC$ as follows:

**Definition 6.1 (Test Case).** A test case is a deterministic, input-complete TIOSTS $TC = \langle V_{TC}, P_{TC}, \Theta_{TC}, L_{TC}, l_{0}^{TC}, \Sigma_{TC}, C_{TC}, T_{TC} \rangle$, equipped with three disjoint sets of locations Pass, Fail, and Inconclusive. Moreover, the set of actions is $\Sigma_{TC} = \Sigma_{TC}^{2} \cup \Sigma_{TC}^{1}$, where $\Sigma_{TC}^{2} = \Sigma_{SUT}^{\mathit{SUT}}$ (outputs of the SUT are the inputs of the TC) and $\Sigma_{TC}^{1} = \Sigma_{SUT}^{\mathit{SUT}}$ (TC emits only inputs allowed by the SUT).

Intuitively, when the location Fail is reached, it means rejection, the location Pass means that some targeted behaviour has been reached (this will be clarified later) and Inconclusive means that targeted behaviours cannot be reached anymore.

**Conformance Relation.** The conformance relation considered is the tioco relation defined by Krichen and Tripakis in [76,77]. Informally, an implementation conforms to a specification for tioco if and only if, after any trace of the specification, any output action (including time-elapsing actions) that the implementation provides after this trace is an output action that the specification may also provide.

**Definition 6.2 (tioco).** An implementation $\mathcal{I}$ conforms to a specification $S$ for tioco, denoted by $\mathcal{I}$ tioco $S$, iff $\forall \sigma \in \text{ObservableTraces}(S)$, $\text{Out}(\mathcal{I} \text{ after } \sigma) \subseteq \text{Out}(S \text{ after } \sigma)$.

### 6.2 Test Case Generation Process

The test case generation process derives test cases from specifications according to the conformance relation. For simplicity, we shall assume that the specification $S$ is deterministic and non-blocking. However, it is possible to deal with non-determinism, under some assumptions, for both data [65] and time [17]. It is important to remark that internal actions,
quiescence, and non-input-completeness of implementations are not considered in the proposed test case generation process because these characteristics are outside the scope of this thesis. The proposed process considers the selection of test cases by test purposes.

**Test Purposes.** A test purpose describes some desired behaviours that we wish to check on the implementation during the test campaign. They are used to select test cases in order to check specific scenarios. In our setting, a test purpose is a particular TIOSTS $TP$ formally described as follows:

**Definition 6.3 (Test Purpose).** Given a specification TIOSTS $S$ with action alphabet $\Sigma$, a test purpose is a deterministic, complete, lazy-action TIOSTS $TP = \langle V_{TP}, P_{TP}, \Theta_{TP}, L_{TP}, l_{0_{TP}}, \Sigma_{TP}, C_{TP}, T_{TP} \rangle$, equipped with a special set of locations $\text{Accept} \subseteq L_{TP}$ such that all transitions leaving these locations are self-loops. Moreover $TP$ has to be compatible with $S$ thus $\Sigma_{TP} = \Sigma$.

The selection is performed through the synchronous product operation defined in Section 5.3. For this, complete test purposes are needed to ensure that the runs of a specification are not restricted before they are accepted (if ever).

$\text{Accept}$ locations are used to indicate that the expected scenario modelled by the test purpose has been fulfilled, while $\text{Reject}$ locations are used otherwise. Figure 6.1 presents an example of a test purpose for the withdrawal transaction example presented in Subsection 5.1. It is used to select the scenarios where the user successfully performs a withdrawal transaction. The $\text{Reject}$ location is used to discard all other scenarios where the system does not exhibit the desired behaviour.

It is important to note that this test purpose is not complete (i.e., not all actions are enabled at any location), but using a strategy defined in [108] it is possible to automatically complete it. The steps to automatically complete a test purpose are: (1) in each location, add a self-loop with an action not enabled; (2) for each transition with a guard $G$ and an action $a$, create a new transition to the $\text{Reject}$ location with the same action $a$ and the negation of the conjunction of all guards associated with $a$. With this automatic operation the activity of defining test purposes is simplified by allowing the tester to focus only on the desired

---

1One can also consider another set of locations $\text{Reject}$ that can be used to discard all other scenarios where the system does not exhibit the desired behaviour.
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The test case generation process starts with the specification $\mathcal{S}$ of the SUT $\mathcal{I}$ and a test purpose $TP$. Test purposes are used in order to verify if the SUT exhibits a desired behaviour and their definition allow the tester to focus only on specific behaviours. In this case, test purposes need to be completed because all input actions are not enabled all the time. The specification of $\mathcal{I}$ is combined with the completed test purpose through the computation of the synchronous product (Definition 5.4). Then, the resulting TIOSTS model is symbolically executed to identify and select possible traces leading to an $Accept$ location. Finally, the selected trace is translated into a test case considering the TIOSTS notation. A general view of this test process is presented in Figure 6.2. Each step of this process is detailed in the remainder of this section.

6.2.1 Test Purpose Completion

Algorithm 6.1 presents a simplified implementation of the test purpose completion operation. This algorithm requires only one parameter: the test purpose to be completed.

During the algorithm execution all non-verdict locations of the test purpose are analysed (Lines from 2 to 4). If some location has not enabled actions, then a self loop is created with these actions (Lines from 5 to 14).

After that, for each outgoing transition of the location being processed that has any guard, it is created a new transition without assignments and as guard the negation of the conjunction of all guards associated with the action of the current transition (Lines from 15 to 22). If the target location of the transition being processed is the $Reject$ location, then a self loop is created with this new transition (Line 24); otherwise, the target location of this new transition...
Algorithm 6.1: Test Purpose Completion Algorithm

```java
1    complete(TIOTS TP) {
2        Set locations := TP.getLocations();
3        for (Location location : locations) {
4            if (!isVerdict(location)) {
5                for (Action action : remainingActions(location)) {
6                    Transition transition := new Transition();
7                    transition.setSource(location);
8                    transition.setGuard(true);
9                    transition.setAction(action);
10                   transition.setAssignments(∅);
11                   transition.setDeadline(lazy);
12                   transition.setTarget(location);
13                   TP.addTransition(transition);
14                }
15            }
16            for (Transition t : location.getOutGoingTransitions()) {
17                if (!t.getGuard().isEmpty()) {
18                    Transition transition := new Transition();
19                    transition.setSource(location);
20                    transition.setGuard(
21                        negation(location.getAllGuards(t.getAction())));
22                    transition.setAction(t.getAction());
23                    transition.setAssignments(∅);
24                    transition.setDeadline(lazy);
25                    if (t.getTarget() = reject) {
26                        transition.setTarget(location);
27                    } else {
28                        transition.setTarget(reject);
29                    }
30                }
31            }
32        }
33    }
34 }
35 ```
is set to the *Reject* location (Line 26). Finally, the created transition is added to the test purpose if it has not been added (Lines from 28 to 30).

Using the asymptotic notation, the running time of Algorithm 6.1 is $O(|L_{TP}| \cdot |\Sigma_{TP}|)$, where $|L_{TP}|$ is the number of locations of the test purpose and $|\Sigma_{TP}|$ is the size of the alphabet of the test purpose.

Figure 6.3 shows the completed test purpose generated by Algorithm 6.1 using, as parameter, the test purpose of Figure 6.1.
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Algorithm 6.2: Synchronous Product of $W_1$ and $W_2$

```
1 synchronousProduct(TIOSST $W_1$, TIOSST $W_2$, TIOSST syncProduct) {
2     if (isCompatible($W_1$, $W_2$)) {
3         product($l^0_1$, $l^0_2$, syncProduct);
4         mirror(syncProduct);
5     }
6 }
```

6.2.2 Synchronous Product Generation

Algorithms 6.2 and 6.3 present a simplified implementation of the synchronous product operation defined in Section 5.3. Algorithm 6.2 requires three TIOSSTs as parameters: the synchronous product is computed between $W_1$ (specification) and $W_2$ (completed test purpose), and the result is returned in `syncProduct`.

Firstly, it is necessary to check whether $W_1$ and $W_2$ are compatible for synchronous product (Algorithm 6.2, Line 2) according to Definition 5.3. Then, the `product` method is used to traverse both TIOSSTs from their initial locations following the Depth-First Search (DFS) strategy (Algorithm 6.2, Line 3).

Once the synchronous product is computed, the last action of Algorithm 6.2 (Line 4) is to invert input and output actions, in other words, all input actions become output actions and all output actions become input actions. This is important because during the test case execution the inputs of the SUT are outputs of the environment (tester) and vice-versa.

The `product` method is detailed in Algorithm 6.3. Three parameters are needed: $l_1$, the current location of $W_1$ being processed; $l_2$, the current location of $W_2$ being processed; and `syncProduct`, the synchronous product being computed. The first step (Algorithm 6.3, Line 2) is to check whether $l_2$ is a verdict location (Accept or Reject location). If so, the processing is stopped.

The loop in Line 5 of Algorithm 6.3 processes each transition $t_1$ leaving $l_1$ (i.e., the current location of $W_1$). $T_2$ contains all transitions leaving the current location of $W_2$ that have the same action as $t_1$ (Algorithm 6.3, Line 6).

When $T_2$ is empty (Algorithm 6.3, Line 9) means that there is no transition leaving the current location of $W_2$ with the same action as $t_1$. In this case, the new transition $t$ of the
Algorithm 6.3: Product of $W_1$ and $W_2$

1 product(Location $l_1$, Location $l_2$, TIOSS syncProduct) {
2     if (isVerdict($l_2$)) {
3         return;
4     }
5     for (Transition $t_1 : l_1$.getOutGoingTransitions()) {
6         Set $T_2 :=$ getTransitionsByAction($l_2$, $t_1$.getAction());
7         Location source := new Location($l_1$.getLabel() + "_" + $l_2$.getLabel());
8         Transition $t :=$ new Transition();
9         if ($T_2$.isEmpty()) {
10             $t$.setSource(source);
11             $t$.setGuard($t_1$.getGuard());
12             $t$.setAction($t_1$.getAction());
13             $t$.setDeadline($t_1$.getDeadline());
14             $t$.setAssignments($t_1$.getAssignments());
15             $t$.setTarget($t_1$.getTarget().getLabel + "_" + $l_2$.getLabel());
16             if (!syncProduct.containsTransition($t$)) {
17                 syncProduct.addTransition($t$);
18                 product($t_1$.getTarget(), $l_2$, syncProduct);
19             }
20         } else {
21             for (Transition $t_2 : T_2$) {
22                 $t$.setSource(source);
23                 $t$.setGuard($t_1$.getGuard() + "AND" + $t_2$.getGuard());
24                 $t$.setAction($t_1$.getAction());
25                 $t$.setDeadline($t_1$.getDeadline());
26                 $t$.setAssignments($t_1$.getAssignments() + $t_2$.getAssignments());
27                 $t$.setTarget($t_1$.getTarget().getLabel + "_" + $t_2$.getTarget().getLabel());
28                 if (!syncProduct.containsTransition($t$)) {
29                     syncProduct.addTransition($t$);
30                     product($t_1$.getTarget(), $t_2$.getTarget(), syncProduct);
31                 }
32             }
33         }
34     }
35 }
synchronous product will be identical to \( t_1 \) (Lines from 11 to 14) excepting the source (Lines 7 and 10) and target (Line 15) locations. The test of Line 16 is necessary to avoid the inclusion of a transition twice when there are loops in the models and to guarantee that the algorithm terminates. If \( t \) has not been added to \( \text{syncProduct} \), it is added and the algorithm continues recursively with the following parameters: \( l_1 \) becomes the target location of \( t_1 \), the same \( l_2 \) being processed, and \( \text{syncProduct} \).

If \( T_2 \) has one or more transitions with the same action as \( t_1 \), each transition \( t_2 \in T_2 \) leads to creation of a new transition \( t \) to be added to \( \text{syncProduct} \) with the following properties: (1) the source location is the composition of the current locations (Lines 7 and 22); (2) the guard is the conjunction of the guards of \( t_1 \) and \( t_2 \) (Line 23); (3) the action is the same as \( t_1 \) (Line 24); (4) the deadline is the same as \( t_1 \) (Line 25); (5) the set of assignments is the union of the assignments set of \( t_1 \) and \( t_2 \) (Line 26); (6) the target location is the composition of target location of \( t_1 \) and target location of \( t_2 \) (Line 27).

If \( t \) has not been added to \( \text{syncProduct} \), it is added and the algorithm continues recursively with target locations of \( t_1 \) and \( t_2 \), and \( \text{syncProduct} \) as parameters (Algorithm 6.3 Lines from 28 to 30).

Algorithms 6.2 and 6.3 have the same running time: \( O(|T_1| + |T_2|) \), where \( |T_1| \) is the number of transitions of the TIOSTS \( W_1 \) and \( |T_2| \) is the number of transitions of the TIOSTS \( W_2 \).

Figure 6.4 shows the synchronous product generated by Algorithms 6.2 and 6.3 from specification of Figure 5.1 and completed test purpose of Figure 6.3.

![Figure 6.4: Synchronous Product Example](image-url)
6.2.3 Symbolic Execution

Symbolic execution is a technique for analysing programs based on symbolic values as input rather than concrete values [33][71]. Symbolic execution techniques were used by Gaston et al. [53] and Jöbstl et al. [66] for test generation for untimed systems. We here extend the work proposed by Jöbstl et al. [66] to deal with TIOSTS models.

The main idea is to symbolically execute TIOSTS models using the same technique used for symbolically executing programs. Thus, all possible traces are identified using symbolic values instead of concrete values for action parameters and variables of the model, avoiding the state space explosion problem w.r.t. the data part since data values are not enumerated. The resulting traces are represented as a zone-based symbolic execution tree (Definition 6.6), whose nodes are zone-based symbolic extended states (Definition 6.4) and edges are symbolic actions (Definition 6.5).

**Definition 6.4 (Zone-Based Symbolic Extended State).** A zone-based symbolic extended state (ZSES) of a TIOSTS $W = \langle V, P, \Theta, L, t^0, \Sigma, C, T \rangle$ is a tuple $\eta = \langle l, \pi, \phi, Z \rangle$, where:

- $l \in L$ is a location of $W$;
- $\pi$ is the path condition, that is, a Boolean expression representing a data guard;
- $\phi$ is a mapping from variables and action parameters to their symbolic values;
- $Z$ is a zone representing the solution set of a clock constraint.

Symbolically executing a TIOSTS implies that data and time must be taken into account. As in [66], path conditions are checked using constraint solving. However, our definition of states differs from [66] because zones are used to check the reachability of states w.r.t. time requirements: a state is reachable if its path condition $\pi$ is satisfiable and its zone $Z$ is not empty. Zones provide an efficient symbolic representation of time requirements, avoiding the state space explosion problem w.r.t. the time part. Furthermore, ZSESs are connected through transitions labelled by symbolic actions (Definition 6.5).

**Definition 6.5 (Symbolic Action).** A symbolic action is a tuple $sa = \langle a, \mu_{sa}, \phi_{sa} \rangle$, where:
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- \( a \in \Sigma \) is the corresponding action in the TIOSTS;
- \( \mu_{sa} \) is a list of unique identifiers denoting the action parameters of \( sa \);
- \( \varphi_{sa} \) is a mapping from the original action parameter names to the unique identifiers in \( \mu_{sa} \).

We are now ready to define zone-based symbolic execution trees:

**Definition 6.6 (Zone-Based Symbolic Execution Tree).** A zone-based symbolic execution tree (ZSET) is a deterministic, connected, acyclic graph represented by a tuple \((S, SA, \eta^0, T)\), where:

- \( S \) is a finite set of zone-based symbolic extended states;
- \( SA \) is a finite set of symbolic actions;
- \( \eta^0 \in S \) is the initial zone-based symbolic extended state;
- \( T \) is a finite set of transitions. Each transition \( t \in T \) is a tuple \( (\eta, sa, \eta') \), where:
  - \( \eta \in S \) is the origin state of the transition,
  - \( sa \in SA \) is the symbolic action of the transition,
  - \( \eta' \in S \) is the destination state of the transition.

A ZSET is deterministic if \( \forall \eta, \eta', \eta'' \in S, \forall sa \in SA : (\eta, sa, \eta') \in T \land (\eta, sa, \eta'') \in T \Rightarrow \eta' = \eta'' \).

Algorithms for symbolically executing symbolic transition systems have been proposed by Gaston et al. [53] and Jöbstl et al. [66]. However, as they do not deal with time, a new algorithm is presented in this thesis.

Algorithm 6.4 is an extended version of the algorithm proposed by Jöbstl et al. [66]. It requires two parameters: TIOSTS \( W \) is the input model to be symbolically executed and \( ZSET \) is the resulting zone-based symbolic execution tree. Firstly, a unique symbolic value is generated for each variable of \( V \) and each action parameter of \( P \) (Line 2). In Line 3, the
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Algorithm 6.4: Symbolic Execution of \( W = (V, P, \Theta, L, l^0, \Sigma, C, T) \)

1. symbolicExecution \((TIOSTS \ W, \ ZSET \ ZSET)\) \{
   2. \quad \varphi^0 \leftarrow \text{map of variables of } V \cup P \text{ to symbolic values}
   3. \quad \eta^0 \leftarrow (l^0, \Theta, \varphi^0, Z^0)
   4. \quad \text{addState}(ZSET, \eta^0)
   5. \quad Unvisited \leftarrow \{\eta^0\}
   6. \quad \textbf{while} \ Unvisited \neq \emptyset \ \textbf{do}
   7. \quad \quad \text{pick and remove some } \eta = (l, \pi, \varphi, Z) \text{ from Unvisited}
   8. \quad \quad \textbf{for all} \ (l, a, G, A, y, l') \in T \ \textbf{do}
   9. \quad \quad \quad \mu_{sa} \leftarrow \text{list of unique symbolic values for every parameter of } a
   10. \quad \quad \quad \varphi_{sa} \leftarrow \text{map of action parameters to symbolic values}
   11. \quad \quad \quad sa \leftarrow (a, \mu_{sa}, \varphi_{sa})
   12. \quad \quad \quad \pi' \leftarrow \pi \land \varphi(\varphi_{sa}(G^D)) \quad / / G^D \text{ is the data guard of } G
   13. \quad \quad \quad \varphi' \leftarrow \varphi \circ \varphi_{sa} \circ A^D \quad / / A^D \text{ represents data assignments of } A
   14. \quad \quad \quad Z' \leftarrow [A^C = 0](G^C \cap \bar{Z}) \quad / / A^C \text{ is the set of clocks to reset and } G^C \text{ is the clock guard of } G
   15. \quad \quad \quad \eta' = (l', \pi', \varphi', Z')
   16. \quad \quad \quad \textbf{if} \ (\text{isReachable}(\eta') \land \neg(\text{upperBoundReached}(l')) \land \eta' \not\subseteq \eta'' \ \forall \eta'' \in ZSET) \ \textbf{then}
   17. \quad \quad \quad Unvisited \leftarrow Unvisited \cup \{\eta'\}
   18. \quad \quad \quad \text{addState}(ZSET, \eta')
   19. \quad \quad \quad \text{addTransition}(ZSET, \langle \eta, sa, \eta' \rangle)
   20. \quad \quad \textbf{end if}
   21. \quad \textbf{end for}
   22. \textbf{end while}
   23. \}

The first state \( \eta^0 \) of ZSET is defined considering the initial location of \( W \), the initial condition of \( W \) as first path condition, the mapping defined in Line 2, and the initial clock zone (i.e., all clocks set to zero). Once defined, the first state \( \eta^0 \) is added to ZSET (Line 4).

The state \( \eta^0 \) is added to the set of states to be visited (Line 5). As long as there are unvisited states (Line 6), the algorithm picks and remove some state \( \eta \) from Unvisited (Line 7). The ZSES \( \eta \) refers to a location \( l \) of \( W \) and the loop in Line 8 processes all transitions from \( l \).

The symbolic action \( sa \) is computed from the action \( a \), attributing unique symbolic values for every parameter of \( a \) (Line 9) and mapping the original action parameter names to the
defined symbolic values (Line 10).

Once the symbolic action has been defined (Line 11), the next step of Algorithm 6.4 is to compute the target state $\eta'$. Thus, the path condition $\pi'$ for $\eta'$ is defined (Line 12) as the conjunction of $\pi$ with the guard $G^D$ (i.e., the data guard of $G$) considering the mappings $\varphi$ and $\varphi_{sa}$. The mapping $\varphi'$ is defined through $\varphi \circ \varphi_{sa} \circ A^D$ (Line 13), where $A^D$ represents data assignments of $A$ and $\circ$ denotes function composition.

$Z'$ is defined in Line 14. The successor of $Z$ is defined by letting time elapse ($\tilde{Z}$), taking the intersection with the clock guard $G^C$, and finally updating the values of clocks that are reset (i.e., clocks in $A^C$).

Once $\pi'$, $\varphi'$, and $Z'$ have been defined, the target state $\eta'$ is created in Line 15. Finally, $\eta'$ is added to the set of states to be visited (Line 17) and a new transition labelled by $sa$ connecting $\eta$ to $\eta'$ is added to ZSET (Lines 18 and 19), if the following conditions are satisfied (Line 16):

1. The state $\eta'$ is reachable, that is, the path condition $\pi'$ is satisfiable and the zone $Z'$ is not empty;

2. The number of ZSESs in the current path that correspond to the location $l'$ does not exceed a certain bound. This checking is needed to avoid infinite ZSETs in the case where there are loops in the specification whose number of iterations depends on values assigned to parameters and variables [66];

3. $\eta' \not\subseteq \eta'' \forall \eta'' \in ZSET$ according to Definition 6.7, where the state inclusion of Gaston et al. [53] was extended to deal with zones.

**Definition 6.7 (ZSESs Comparison).** Let $\eta = \langle l, \pi, \varphi, Z \rangle$ and $\eta' = \langle l', \pi', \varphi', Z' \rangle$ be two zone-based symbolic extended states. ZSES $\eta'$ is included in ZSES $\eta$, that is, $\eta' \subseteq \eta$, if and only if:

1. $l' = l$;

2. $(\pi' \land \bigwedge_{x \in A^D}(x = \varphi'(x))) \Rightarrow (\pi \land \bigwedge_{x \in A^D}(x = \varphi(x)))$ is a tautology, where $A^D$ represents data assignments of the TIOSTS;

3. $Z' \subseteq Z$. 
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As the implementation of the proposed algorithm for symbolic execution depends on tools related to concepts that are outside the scope of this thesis such as zones and constraint solving, the running time of the algorithm is described independently of implementation strategies and tools. Thus, the running time of Algorithm \[6.4\] is \( O(|L| + \text{Cost(reachability analysis)} + \text{Cost(ZSESs comparison)}) \), where \(|L|\) is the number of locations of the TIOSTS \(W\), Cost(reachability analysis) is the cost to verify whether a ZSES is reachable, and Cost(ZSESs comparison) is the cost to compare two ZSESs.

Figure \[6.5\] presents the ZSET obtained from the symbolic execution of the synchronous product shown in Figure \[6.4\].

### 6.2.4 Test Case Selection

Once all possible traces have been identified by symbolic execution, the next step is to select a test case by choosing a trace that leads to an \textit{Accept} state. For this, it is necessary to select a subtree of the generated ZSET called test tree. Finally, the selected test tree is translated into a test case (see Subsection \[6.2.5\]).

The strategy used for the selection of the test tree is the same proposed by Jöbstl \textit{et al.} \[66\], which is similar to the strategy of the TGV tool \[62\]. The idea is to select one reachable \textit{Accept} state and perform a backward traversal to the root ZSES. Finally, a forward traversal is performed in order to extend the selected path to a test tree by adding missing inputs that are allowed by the specification. These missing inputs are possible outputs of the SUT and they are important to avoid fail verdicts on outputs allowed by the specification. In this case, the verdict is \textit{Inconclusive}. Note that the forward traversal ensures the controllability of the generated test tree (i.e. test cases do not have the choice between inputs and outputs, or between several outputs).

The test tree from the ZSET in Figure \[6.5\] is the same ZSET since there is only one path leading to an \textit{Accept} state and the addition of missing inputs leads to the whole ZSET.

### 6.2.5 Test Tree Transformation

Considering the conformance testing framework defined in Section \[6.1\] test cases are timed input-output symbolic transition systems. Thus, the last step of the test case generation
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Figure 6.5: Zone-Based Symbolic Execution Tree of the TIOSTS of Figure 6.4

The test case generation process (Figure 6.2) is to translate the selected test tree \( TT = \langle S, SA, \eta^0, T \rangle \) into a test case TIOSTS \( TC = \langle V, P, \Theta, L, l^0, \Sigma, C, T \rangle \).

The test tree translation operation is described by Algorithm 6.5. It requires three parameters: TIOSTS \( SP \) is the synchronous product from which the test tree was obtained, ZSET \( ZSET \) is the test tree, and TIOSTS \( TC \) is the resulting test case.

The data of \( TC \) (i.e. \( V \cup P \)) is defined by symbolic values of \( ZSET \) (Lines 2 and 3). As in [66], the symbolic values are considered as variables and parameters of the test case. Let \( \eta^0 = \langle l^0, \pi^0, \varphi^0, Z^0 \rangle \) be the initial state of \( ZSET \), then the initial condition of \( TC \) is \( \pi^0 \).
Algorithm 6.5: Test Tree Translation Algorithm

1. ZSET2TC(TIOSTS SP, ZSET ZSET, TIOSTS TC) {
   2. \( V_{TC} \leftarrow \text{symbolic values of variables of ZSET} \)
   3. \( P_{TC} \leftarrow \text{symbolic values of parameters of ZSET} \)
   4. // Let \( \eta^0 = (l^0, \pi^0, \varphi^0, Z^0) \) be the initial state of ZSET
   5. \( \Theta_{TC} \leftarrow \pi^0 \)
   6. \( L_{TC} \leftarrow S \)
   7. \( l^0_{TC} \leftarrow \eta^0 \)
   8. \( \Sigma_{TC} \leftarrow \bigcup_{(a, \mu_{sa}, \varphi_{sa}) \in SA} a \)
   9. \( C_{TC} \leftarrow C_{SP} \)
   10. for all \( \langle \eta, sa, \eta' \rangle \in T_{ZSET} \) do
       11. \( l \leftarrow \eta \)
       12. \( a \leftarrow \text{action of } sa = \langle a, \mu_{sa}, \varphi_{sa} \rangle \text{ with parameters of } \mu_{sa} \)
       13. \( G \leftarrow \text{conjunction of path condition of } \eta' \text{ with clock guards associated with } a \text{ in } SP \)
       14. \( A \leftarrow \text{clock resets associated with } a \text{ in } SP \)
       15. \( y \leftarrow \text{deadline associated with } a \text{ in } SP \)
       16. \( l' \leftarrow \eta' \)
       17. addTransition(TC, \( \langle l, a, G, A, y, l' \rangle \))
   18. end for
} (Line 5), the set of locations is \( S \) (Line 6), the initial location is \( \eta^0 \) (Line 7), the alphabet is \( \bigcup_{(a, \mu_{sa}, \varphi_{sa}) \in SA} a \) (Line 8), and the set of clocks is the same as the synchronous product \( SP \), that is, \( C_{SP} \) (Line 9).

All transitions \( \langle \eta, sa, \eta' \rangle \in T \) of ZSET are analysed in Lines from 10 to 18. Each transition of ZSET leads to the creation of a new transition \( \langle l, a, G, A, y, l' \rangle \in T \) in the test case. Thus, the source location is \( \eta \), the action of the new transition is the action of \( sa = \langle a, \mu_{sa}, \varphi_{sa} \rangle \) with parameters of \( \mu_{sa} \), the conjunction of the path condition of \( \eta' \) with clock guards associated with \( a \) in \( SP \) is the guard, the assignments are defined based on clock resets associated with \( a \) in \( SP \), the deadline is the same as the one associated with \( a \) in \( SP \), and the target location is \( \eta' \).

Using the asymptotic notation, the running time of Algorithm 6.5 is \( O(|T|) \), where \( |T| \) is the number of transitions of the ZSET test tree.

Figure 6.6 presents the test case obtained from the ZSET of Figure 6.5. It starts by
performing a withdrawal transaction in the ATM system and resetting the clock to zero. Then it expects to receive the money. If the ATM system dispenses the expected money in at most 10 time units, the verdict is **Pass**, that is, the implementation is in conformance with the specification and the test purpose. If the ATM system indicates insufficient funds in at most 2 time units, the verdict is **Inconclusive** (i.e. the implementation conforms to the specification but the desired behaviour was not observed). Finally, if either an unspecified output is received or a time requirement is not satisfied, the verdict is **Fail**.

![Figure 6.6: Test Case Obtained from the ZSET of Figure 6.5](image)

### 6.3 Properties of the Test Cases

This section comments on properties of the test cases generated by the process presented in Section 6.2. The execution of test cases must be formalised in order to establish some properties such as soundness and exhaustiveness, where the conformance relation is linked to the verdicts.

The generated test cases are considered as a mechanism for guiding the execution of the implementation. Thus, conformance checking is performed in two steps, in an offline way. Firstly, the implementation is executed, guided by test cases, and all information needed to check conformance (e.g., input actions, responses, and time associated with responses) are logged into a file. Considering that the SUT runs on a real-time environment such as a real-time operating system, it is important that the implementation logs its own information in order to reduce the number of processes and consequently avoid introduction of noise in the results.
As said, each SUT execution produces a log describing the exercised scenario. This log is an observable trace (defined in Subsection 5.2), which is a specific sequence of observable discrete and time-elapsing actions. For example, considering the TIOSTS of Figure 5.1 an observable trace of a scenario where a withdrawal transaction is successfully done in 5 time units could be represented by $\sigma_{\text{SUT}} = 0$ Withdrawal?(100) 5 DispenseCash!(100).

Let $\llbracket TC \rrbracket = \langle S, S^0, \text{Act}, T \rangle$ be the TIOLTS semantics of the test case $TC = \langle V, P, \Theta, L, l^0, \Sigma, C, T \rangle$. Thus, an observable trace of $I$ can be checked with respect to the test case through the TIOLTS parallel composition defined by Krichen and Tripakis [78]. In this case, each trace $\sigma \in \text{Traces}(\llbracket TC \rrbracket || \text{ObservableTraces}(I))$ is associated with one of the following scenarios:

- If all outputs of $TC$ are executed and all inputs are observed on time, then the resulting verdict is **Pass**, that is, $\text{verdict}(\sigma) = \text{Pass} \triangleq S^0$ after $\sigma \subseteq \text{Pass}$;

- If, at any moment, any unspecified input is observed by the test case or some time requirement is not met, the conformance checking is stopped and the resulting verdict is **Fail**, that is, $\text{verdict}(\sigma) = \text{Fail} \triangleq S^0$ after $\sigma \subseteq \text{Fail}$;

- We denote $\text{verdict}(\sigma) = \text{Inconclusive} \triangleq S^0$ after $\sigma \subseteq \text{Inconclusive}$ for two situations: if $I$, at any moment, blocks or spends a lot of time to emit an output; and if the outputs of $I$ are specified by $S$ but the behaviour specified by a test purpose is not exhibited.

Given the possible situations with their respective verdicts, the rejection of $I$ by a test case $TC$ is formally defined as follows:

**Definition 6.8** (may reject). $TC$ may reject $I$ $\triangleq \exists \sigma \in \text{Traces}(\llbracket TC \rrbracket || \text{ObservableTraces}(I)) : \text{verdict}(\sigma) = \text{Fail}$.

The conformance relation of an implementation with its specification is decided based on verdicts obtained with the execution of test cases. So, Definition 6.9 formally relates the tioco relation to the verdicts considering some properties of test cases and test suites.

**Definition 6.9** (Soundness and Exhaustiveness). A test case $TC$ is sound for $S$ and tioco if $\forall I, I \text{ tioco } S \Rightarrow \neg(\text{TC may reject } I)$. A test suite is sound if all its test cases are sound and it is exhaustive for $S$ and tioco if $\forall I, \neg(I \text{ tioco } S) \Rightarrow \exists TC : TC$ may reject $I$. Finally, a test suite is complete if it is both sound and exhaustive.
Informally, a test suite is sound if correct implementations are never rejected. On the other hand, a test suite is exhaustive if all non-conforming implementations are rejected. A test suite that can identify all conforming and non-conforming implementations is called complete. Since a complete test suite is a very strong requirement for practical testing, sound test suites are more commonly accepted. In this context, the test cases generated by our approach have the properties stated in Theorem 6.1.

**Theorem 6.1.** For every specification $S$, all test suites generated by our approach are sound. Moreover, test suites can be considered as being exhaustive when they refer to specific scenarios defined by test purposes.

The proof of Theorem 6.1 is not detailed here but the main ideas are discussed (see detailed proofs in Appendix A). For soundness, we need to prove that if a test case $TC$ may reject $I$ (implementing the specification $S$), then $\neg(I \text{ tioco } S)$. In this case, we only need to prove that a **Fail** verdict only occurs if $I$ emits an unspecified output or some time requirement is not met. In our approach, test cases are generated based on symbolic execution of specifications. This approach allows to identify all possible traces of a specification. Thus, the unique case where a **Fail** verdict occurs is exactly when $I$ emits an unexpected output or some time requirements is not satisfied. For exhaustiveness, we need to prove that for every non-conforming $I$ there is a test purpose $TP$ and a way of generating a test case $TC$ from $S$ and $TP$, such that $TC$ may reject $I$. Given that $\neg(I \text{ tioco } S)$, then there is a trace $\sigma$ of $S$ such that an output of $I$ after $\sigma$ is not allowed by $S$. In this case, a $TP$ can be defined based on $\sigma$ and used to generate test cases where $I$ may be rejected.

### 6.4 Concluding Remarks

This chapter presented an approach to conformance testing of real-time systems based on the use of a symbolic model that abstracts both time and data in order to broadening the application of conformance testing in this field. It also described the test case generation process and discussed some properties of the generated test cases.

The presented test case generation process is completely automated by a tool developed to support the proposed approach. In order to check the satisfiability of path conditions and
verify state inclusion w.r.t. data we are using the CVC3 SMT Solver\textsuperscript{2}. As the satisfiability of data guards is assumed to be decidable, the CVC3 SMT Solver arises as a promising tool\textsuperscript{111}. Moreover, data guards of a TIOSTS are expressed using the same notation as the notation used by the CVC3 SMT Solver, which facilitates the use of the tool and does not require any translation. However, it is important to note that our approach is limited to the types supported by this solver such as Boolean, integer, real, arrays, records, etc.

All operations related to zones used in Algorithm 6.4 are provided by UPPAAL DBM Library\textsuperscript{3}. The same library is also used to verify the state inclusion w.r.t. zones.

\textsuperscript{2}http://www.cs.nyu.edu/acsys/cvc3
\textsuperscript{3}http://www.cs.aau.dk/~adavid/UDBM
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 Interruption Testing of Real-Time Systems

This chapter describes how to model and test interruptions using the TIOSTS-based conformance testing framework presented in Chapters 5 and 6. The defined interruption testing strategy is only a way of modelling using TIOSTS models and no modification in the theory is needed. This strategy is the same as the one presented in [7], where interruptions are modelled by non-real-time symbolic models. Furthermore, as for the ALTS models presented in Chapter 3, the TIOSTS-based interruption testing strategy makes it possible to combine interruptions at different points and allows to select test cases based on test purposes.

7.1 Modelling and Testing Interruptions in Real-Time Systems

The TIOSTS model proposed in Chapter 5 can be used to model interruptions. The idea is to take advantage of the use of variables and action parameters in order to guarantee that once the main flow has been interrupted, it can continue its execution from the same point where the interruption had started.

In order to model interruptions, consider the existence of two models: one TIOSTS representing the main flow (Figure 7.1 locations from 0 to 20), that is, the application that can be interrupted; and another TIOSTS representing the interruption (Figure 7.1 locations...
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from 21 to 28). Thus, the main flow can be linked with the interruption model through the following steps:

1. Identify the point (location) where the interruption can occur (Figure 7.1, location 10);

2. Link this point to the interruption behaviour using a transition labelled as follows: the guard is \( \text{intCode} = X \text{ and } \text{choice} = 0 \), where \( X \) is an integer that uniquely identifies this point of interruption; the action is \( \text{Interrupt}(\text{intCode}) \); and the assignment is \( \text{choice} := \text{intCode} \) (Figure 7.1, transition from location 10 to 21). Notice that the value of the parameter \( \text{intCode} \) is saved into the \( \text{choice} \) variable.

3. Connect the last action of the interruption behaviour to the same point where the interruption started using a transition labelled with the guard \( \text{choice} = X \), where \( X \) is the same value that uniquely identifies this point of interruption (Figure 7.1, transition from location 28 to 10). This guard is used to guarantee that the main flow continues its execution from the same point where it had been interrupted. For instance, if an interruption begins with the parameter \( \text{intCode} \) equals to 1, then it must finish performing the action that has the following guard: \( \text{choice} = 1 \).

![Diagram of Modelling an Abstract Interruption](image)

Figure 7.1: Modelling an Abstract Interruption

The test case generation strategy where only one interruption is allowed for each test case is achieved because of the second part of the guard \( \text{choice} = 0 \) associated to the \( \text{Interrupt} \) action. When an interruption is allowed, the value of the \( \text{choice} \) variable is changed to any value different from zero, then all other interruptions are automatically discarded during the test case generation.
The defined steps must be performed for all points where interruptions can occur. As a complete model with all possibilities of interruption represents many scenarios, the test selection strategy based on test purposes defined in Chapter 6 is used for testing specific interruptions in specific scenarios. For this, it is enough to use the Interrupt action in the test purpose carrying the integer that identifies the selected point. For generating test cases without interruptions, the Interrupt action is taken to the Reject location.

In order to test interruptions using TIOSTS models, the same test architecture presented in Chapter 3 is adopted. Thus, the environment is assumed to be fully controllable by the tester.

### 7.2 Instantiating the Strategy with an Example

A real-time version of the mobile phone application described in Chapter 3 is used for describing how to deal with interruptions using the TIOSTS formalism. Now, the action of removing a message from inbox after selecting the “Remove” option must be performed in at most 2000 milliseconds. Also, only unblocked messages can be removed and the main application can be interrupted at some points by the Incoming Alert interruption. As said in Chapter 3, this interruption specifies the arrival of a simple text message displayed inside a dialog box. Figure 7.2 shows the TIOSTS model that represents the described behaviour, where locations from 1 to 12 represent the behaviour of removing a message from inbox and locations from 13 to 16 represent the occurrence of interruptions.

As we can see, in Figure 7.2, the interruption model is connected to the feature that can be interrupted (the main flow) using the Interrupt action carrying a parameter (intCode) that identifies the place where the interruption is allowed. Then, the intCode parameter is saved into the choice variable. Each point where an interruption is allowed has a different integer value associated with it. Another important information is in the last action of the interruption, where there is a guard used to guarantee the return to the correct point of the main flow.

As discussed in Chapter 3, an interruption can occur at infinite points during the system execution, but in the tester’s point of view, an interruption can only be observed after an output of the SUT. Thus, the TIOSTS model of Figure 7.2 represents all possibilities of
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Once the system is specified using the TIOSTS formalism, the next step is to define test purposes in order to check specific interruptions at some points. Considering the specification in Figure 7.2, a test purpose can be defined in order to verify the scenario where an alert appears when the user is accessing the inbox folder. As the selected interruption point corresponds to the second output of the specification, the action \textit{Interrupt} must carry the integer 2. Next, the last action of the selected behaviour (the scenario where the message is removed) is appended to the test purpose. Figure 7.3(a) presents the test purpose defined above and Figure 7.4 shows the obtained test case. Note that in the generated test case (Figure 7.4) the interruption occurs only in one specific point.

Another test purpose can be defined in order to test a scenario where a message is rem-
moved and all interruptions are not allowed. This test purpose is presented in Figure 7.3(b).

Note that to prohibit all interruptions it is enough to take the *Interrupt* action to the *Reject* location. The other action of the test purpose ("Message removed" is displayed!) is used to select the scenario where the message is removed. The generated test case is shown in Figure 7.5.

### 7.3 Concluding Remarks

This chapter presented a strategy developed for modelling and testing interruptions that is based on the symbolic model proposed in Chapter 5. The presented strategy makes it possible for interruptions to be combined at different points of possibly different flows of execution. Moreover, test purposes can be used to select specific interruptions to be tested. Finally, it is important to remark that this proposed strategy is only a specific way of modelling using the TIOSTS notation. No modifications in the theory and algorithms are needed.
Figure 7.4: Test Case with Interruption

Figure 7.5: Test Case without Interruption
Chapter 8

Case Studies

The objective of this chapter is to present some case studies performed in order to evaluate the practical application of the symbolic model-based testing approach proposed in this thesis. The application of the developed approach is evaluated using the burglar alarm system and the automatic guided vehicle case studies, respectively.

8.1 The Burglar Alarm System

The first case study is aimed at generating and executing test cases for the burglar alarm system described in Section 4.3. For this, a simplified implementation was developed to run on a real-time operating system named FreeRTOS [112], a mini-kernel that can be used to develop real-time systems for embedded devices. The alarm system case study is useful because it is possible to execute test cases and it allows us to show how scenarios with interruptions can be checked.

The main objective of this case study is to assess the performance of the symbolic model-based approach developed for testing real-time systems. In order to achieve this objective we use the Goal/Question/Metric (GQM) paradigm [14], a mechanism for defining and evaluating goals using measurement.
8.1 The Burglar Alarm System

8.1.1 The GQM Measurement Model

The GQM paradigm is a top-down systematic approach to evaluating goals based on an operational level. Thus, the first step is to define the goal to be evaluated (conceptual level). Secondly, at the operational level, questions are defined in order to characterize the measurement object with respect to desired quality criteria. Finally, a set of data is defined to answer each question in a quantitative level.

Figure 8.1 presents the GQM measurement model defined for this case study. The main goal is to evaluate the performance of the symbolic model-based approach developed for testing real-time systems. Thus, three questions were defined to characterize the measurement objects:

**What is the effort required to use this approach?** This question is intended to evaluate the effort required to apply all the test process from the building of the model to test case execution. For answering this question the following metric was defined:

\[ E = E_1 + E_2 + E_3 + E_4 + E_5, \]

where:

- \(E_1\) is the time spent to build the model using the TIOSTS formalism;
- \(E_2\) is the time spent to define test purposes in order to test specific scenarios. Test purposes are also defined using the TIOSTS formalism;
- \(E_3\) is the time spent to generate test cases using the prototype tool implementing the presented algorithms;
- \(E_4\) is the time spent to implement the automatically generated test cases;
- \(E_5\) is the time spent to execute the implemented test cases and evaluate the obtained results for emitting verdicts.

**How effective is this approach?** This question is intended to evaluate the effectiveness of the proposed approach w.r.t. fault coverage. The \(C\) metric, used to answer this question, indicates the ability of generated test cases of uncovering faults described by a previously defined fault model.

**What percentage of test cases cannot be executed?** This question is intended to identify the percentage of invalid test cases, represented by the metric \(I\).
8.1 The Burglar Alarm System

Figure 8.1: Measurement Model for the Alarm System Case Study

8.1.2 Case Study Definition

An initial infrastructure to support test execution in an actual real-time environment is investigated in [10]. However, the work presented in [90] extends the previous work by presenting an effective solution to support automation of test case execution for real-time systems.

The testing process considered in this case study is illustrated in Figure 8.2. It is divided into four well defined steps.

The first step is to define test cases according to the approach and theory presented in Chapters 5, 6, and 7. As there is a prototype tool implementing the proposed test case generation and selection strategy, the tester needs to manually instantiate a Java class to define the TIOSTS of the specification and the TIOSTS representing the test purpose. Once the specification and test purpose have been defined, the test case generation and selection is automatically performed.
At the second step, each test case is translated into C code. Another Java application has been implemented to support this activity as shown in Figure 8.3. Currently, the tester manually indicate all inputs and outputs of the generated test case in an interactive way and a C code implementing the test case is automatically generated. Furthermore, to make the system testable, a C API (see [90]) has been developed to instrument the code of the SUT. The SUT is instrumented for including Points of Control and Observation (PCOs). As the focus of this work is on functional testing, some examples of PCOs are the possibilities of observing values returned by functions, received messages, and timing associated with system responses. The instrumentation activity is manually performed by the tester using the implemented API.

The third step consists in the execution of the instrumented SUT guided by test cases. For this, a logging mechanism has been implemented in order to store all information needed to check the testing results. Considering that the SUT runs on a real-time environment such as a real-time operating system, it is important that the implementation logs its own information in order to reduce the number of processes and consequently avoid introduction of noise in
the results. As we are dealing with RTES, each addition of code has a direct effect in the execution time of the application. Thus, test case execution can interfere with the flow of execution of the SUT, adding delays that can lead to false positives of failures. For minimizing this interference, all generated information is kept in the main memory. After the SUT execution, a simple text file is generated with the results. Logging frameworks such as log4c\(^1\) are not suitable in this case since the quantity of dependencies forbid their execution within a dedicated hardware and the added code can cause a large delay at the actual execution time of the SUT.

The fourth step receives as input the text file with the execution results and provide verdicts for the tester. This step is not executed inside the execution platform level, but at the development platform level. An extension of the CUnit\(^2\) framework has been developed for evaluating the text file with execution results and emit a verdict according to the test cases defined in the first step.

The case study was conducted by only one tester with large experience in TIOSTS models. Moreover, the case study aimed at testing only one scenario due to difficulties to completely execute the testing process. The scenario to be tested was based on a fault model profile based on common faults related to interruption testing [9] and potential faults in an implementation of a TIOSTS. The fault model given to the tester is specified in natural language and its description is defined as follows:

- After an interruption, the interrupted application does not maintain data previously received as input;

- After an interruption, the interrupted application does not continue its execution at the same point where it was interrupted;

- Unexpected outputs, when an implementation responds with an output not described in its specification;

- Clock guard restriction, when an implementation reduces an execution time range associated with an action;

\(^1\)http://log4c.sourceforge.net
\(^2\)http://cunit.sourceforge.net
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- Clock guard widening, when an implementation increases an execution time range associated with an action.

It is important to remark that all information used as input for the execution of this case study was the high level description of the SUT presented in Section 4.3, the defined fault model, and the implementation of the SUT.

8.1.3 Case Study Results

This subsection presents and discusses the obtained results. The most critical scenario of the alarm system is the power failure exactly after some alarm has been triggered. In this case, the system must switch to backup power and continues its execution with the calling to the police and turning on the lights of the room where the sensor detected an intruder.

Considering the first activity of the testing process (see Figure 8.2), a TIOSTS specification was built along with a TIOSTS test purpose to check the defined scenario. Figures 8.4 and 8.5 present the defined specification and test purpose, respectively. However, all TIOSTS models automatically generated by the prototype tool are presented in Appendix B.

Table 8.1 summarizes the metrics collected during the execution of all activities of the test process. It is important to remark that the test case generation and implementation is performed in a different platform from the execution platform of the SUT. The development platform has the following characteristics: 2x3.00GHz CPU, 1536MB RAM, Ubuntu 10.10, CVC3 2.2, and UPPAAL DBM Library 2.0.7. The execution platform is based on FreeRTOS environment using the industrial PC (x86) port.

Considering the first activity of the testing process depicted in Figure 8.2, the tester spent 40 minutes to manually implement the TIOSTS representing the specification and 4 minutes to implement the TIOSTS test purpose (Table 8.1 lines 1 and 2, respectively). Once the specification and test purpose are built, the test case generation and selection is automatically performed in 3 seconds (Table 8.1 line 3).

The prototype tool generated 3 test cases (Table 8.1 line 4). Observing the specification presented in Figure 8.4 it is possible to realize that only considering the interruption after triggering an alarm, there are three possibilities. The first path is the scenario where a window breaking alarm is triggered (we denote TC1). At the second scenario, a door opening
8.1 The Burglar Alarm System

alarm is triggered (TC2). The last scenario is the case where a room movement alarm is triggered (TC3).

After the generation of test cases, the testing process is completely executed for each of them from the second step. Considering only the TC1, the next activity is to implement it and prepare the environment to the execution. For this, three activities were performed:

1. The test case builder application (Figure [8.3]) was used to generate the C code implementing the test case in 25 minutes (Table [8.1] line 5). For this, the tester manually indicated all inputs, outputs, and time requirements of TC1. It is important to mention that all defined information (inputs, outputs, and so on) can be reused in the definition of other test cases with the same information and the CVC3 SMT Solver is used for automatically defining the inputs of the test case.

2. An interface was implemented to allow the communication between the SUT and test driver. This activity was performed in 18 minutes (Table [8.1] line 6) and it is used for all test cases.

3. Finally, the SUT was instrumented for the execution of TC1. 6 minutes were spent to
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The next step is to deploy the instrumented SUT, execute it to extract the generated log file, and evaluate the results. As this evaluation is automatically performed (see Figure 8.6) it takes little time (Table 8.1, line 8).

Considering the execution of TC2 (Table 8.1, lines from 9 to 11) and TC3 (Table 8.1, lines from 12 to 14), the testing process activities take less time than the activities related to the execution of TC1 because many information can be reused.

Since all needed information was collected, the questions of the defined measurement model can be answered. For the first question, “what is the effort required to use this approach?”, we have the following effort required to test the defined scenario considering all
Table 8.1: Metrics of the Burglar Alarm System Case Study

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Definition and implementation of the TIOSTS specification</td>
<td>40 min</td>
</tr>
<tr>
<td>2 Definition and implementation of the TIOSTS test purpose</td>
<td>4 min</td>
</tr>
<tr>
<td>3 Test case generation time</td>
<td>3 sec</td>
</tr>
<tr>
<td>4 Number of Test Cases</td>
<td>3</td>
</tr>
<tr>
<td>5 Implementation of TC1</td>
<td>25 min</td>
</tr>
<tr>
<td>6 Implementation of an interface to allow the communication between SUT and test driver</td>
<td>18 min</td>
</tr>
<tr>
<td>7 Instrumentation of SUT for executing TC1</td>
<td>6 min</td>
</tr>
<tr>
<td>8 Evaluation of results for TC1</td>
<td>1 sec</td>
</tr>
<tr>
<td>9 Implementation of TC2</td>
<td>5 min</td>
</tr>
<tr>
<td>10 Instrumentation of SUT for executing TC2</td>
<td>5 min</td>
</tr>
<tr>
<td>11 Evaluation of results for TC2</td>
<td>1 sec</td>
</tr>
<tr>
<td>12 Implementation of TC3</td>
<td>5 min</td>
</tr>
<tr>
<td>13 Instrumentation of SUT for executing TC3</td>
<td>5 min</td>
</tr>
<tr>
<td>14 Evaluation of results for TC3</td>
<td>1 sec</td>
</tr>
<tr>
<td>15 Execution time of all test process for all generated test cases</td>
<td>113.1 min</td>
</tr>
<tr>
<td>16 Fault model coverage</td>
<td>100%</td>
</tr>
<tr>
<td>17 Number of invalid TCs</td>
<td>0 (0%)</td>
</tr>
</tbody>
</table>

generated test cases:

\[
E = E_1 + E_2 + E_3 + E_4 + E_5 \\
= 40 \text{ min} + 4 \text{ min} + 3 \text{ sec} + 69 \text{ min} + 3 \text{ sec} \\
= 113.1 \text{ min}
\]

The fault model profile defined in Subsection 8.1.2 was instantiated in order to evaluate the effectiveness of the approach proposed in this thesis. Thus, the following real defects were inserted in the SUT:

- After the power failure interruption, the calling to the police informs a wrong room number;
- After the power failure interruption, the SUT turns on the lights of the room where the sensor detected an intruder instead of calling to the police;

- After calling to the police, the SUT performs an unspecified output;

- The SUT performs the action of turning on the lights in more than 50 ms.

As the specification does not specify lower bounds as time requirements, it is not possible to insert faults related to clock guard restrictions. As shown in Table 8.1, line 16, 100% of the defined fault model instance is covered by the defined test cases.

Finally, as all generated test cases were executed, no invalid test cases could be detected (Table 8.1 line 17).

### 8.2 The Automatic Guided Vehicle System

The automatic guided vehicle (AGV) system consists of a robot for autonomous navigation that is able to plan and execute predefined tasks. Automatic guided vehicles are used, for example, to transport materials in industries, for inspection in risk areas or deposits of toxic materials, etc.

Basically, the first step of an AGV system is to define the plan to be followed. After that, the execution is started. Sensors are used to drive the vehicle and allow it to overcome obstacles of the path. Deviations from the original path may be required because of obstacles and avoid collisions.

This case study is aimed at generating test cases for the AGV system. Test execution is not considered because we do not have an implementation of this system. Even thus, the AGV case study allows us to evaluate the test case generation activity including the generation of test cases for checking interruptions.

#### 8.2.1 The GQM Measurement Model

Since test execution is not considered in this case study, another measurement model was defined (Figure 8.7). The goal is the same as in Section 8.1 but only two questions were defined to characterize the measurement objects:
What is the effort required to use this approach? This question is intended to evaluate the effort required to apply all the test process from the building of the model to test case generation. For answering this question the following metric was defined: $E = E_1 + E_2 + E_3$, where:

- $E_1$ is the time spent to build the model using the TIOSTS formalism;
- $E_2$ is the time spent to define test purposes in order to test specific scenarios.
- $E_3$ is the time spent to generate test cases using the developed prototype tool.

How effective is this approach? The objective of this question is to evaluate the effectiveness of the proposed approach w.r.t. fault coverage. Thus, the $C$ metric indicates the ability of generated test cases for uncovering faults described by a previously defined fault model.

8.2.2 Case Study Definition

The testing process considered in this case study is composed of three steps: build the model, define test purposes, and generate test cases. The first step is related to the definition of a TIOSTS representing the specification. Next, at the second step, test purposes are defined
also using the TIOSTS formalism. Once the specification and test purposes have been defined, the test case generation and selection are automatically performed by the developed prototype tool.

The case study was conducted by only one tester with large experience in TIOSTS models. The case study aimed at testing two scenarios: an execution with no interruptions and another with one interruption. The first scenario was chosen for demonstrating that the strategy can be used for generating test cases with no interruptions. The latter is related to the most important scenario: an interruption occurs because an obstacle has been identified.

All information used as input for the execution of this case study was a high level description of the SUT described in two pages and the fault model defined in Subsection 8.1.2.

8.2.3 Case Study Results

This subsection presents and discusses the obtained results. Considering the first activity of the process described in Subsection 8.2.2, a TIOSTS representing the specification was defined (see Figure 8.8). At the beginning, the AGV system expects as input (represented by the action between locations $S_1$ and $S_2$ in Figure 8.8) the initial reference and path of the plan to be followed. After the input action, the AGV system emits several output actions: a message indicating that the file was successfully read (action between locations $S_2$ and $S_3$), another indicating that the references were successfully decoded (action between locations $S_3$ and $S_4$), and another message indicating that the path was successfully decoded (action between locations $S_4$ and $S_5$). After reading all needed information, the AGV system starts moving (action between locations $S_5$ and $S_6$). A periodic task is executed every 2000 milliseconds when the AGV system is moving. For controlling this task the periodicClock clock is used. Moreover, two interruptions can occur when the AGV system is moving: one related to the self diagnosis (Locations $I_2.1$ and $I_2.2$) and another related to the detection of an obstacle (Locations from $I_1.1$ to $I_1.4$). The interruptionClock clock is used to indicate that the latter interruption must be treated within at most 500 milliseconds. Finally, the AGV system emits an output message to indicate that the plan was successfully executed.

The test purpose depicted in Figure 8.9 named TP1, was defined for testing the scenario where no interruptions occur and the other test purpose of Figure 8.10 named TP2, was defined for testing the scenario where an obstacle is identified and an interruption occurs. All
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TIOSTS models automatically generated by the prototype tool are presented in Appendix B. Table 8.2 summarizes the metrics collected during the execution of all activities defined for this case study. Considering the first activity of the process, the tester spent 50 minutes to manually implement the TIOSTS representing the specification (Table 8.2, line 1).

Considering the scenario with no interruptions, the test purpose was defined in 4 minutes (Table 8.2, line 2). Once the specification and test purpose is implemented, the test case generation and selection was automatically performed in 3 seconds (Table 8.2, line 3) and only one test case was generated (Table 8.2, line 4).

The test purpose for the scenario with one interruption was defined in 3 minutes (Table 8.2, line 5). For this case, the test case generation and selection was performed in 3 seconds (Table 8.2, line 6) and only one test case was generated (Table 8.2, line 7).

Since all needed information was collected, the questions of the defined measurement...
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Figure 8.10: TIOSTS Test Purpose for the Scenario with One Interruption (TP2)

Table 8.2: Metrics of the AGV Case Study

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Definition and implementation of the TIOSTS specification</td>
<td>50 min</td>
</tr>
<tr>
<td>2 Definition and implementation of the TIOSTS test purpose TP1</td>
<td>4 min</td>
</tr>
<tr>
<td>3 Test case generation time considering TP1</td>
<td>3 sec</td>
</tr>
<tr>
<td>4 Number of Test Cases considering TP1</td>
<td>1</td>
</tr>
<tr>
<td>5 Definition and implementation of the TIOSTS test purpose TP2</td>
<td>3 min</td>
</tr>
<tr>
<td>6 Test case generation time considering TP2</td>
<td>3 sec</td>
</tr>
<tr>
<td>7 Number of Test Cases considering TP2</td>
<td>1</td>
</tr>
<tr>
<td>8 Execution time of all test process for all generated test cases</td>
<td>57.1 min</td>
</tr>
<tr>
<td>9 Fault model coverage</td>
<td>100%</td>
</tr>
</tbody>
</table>

model can be answered. For the first question, “what is the effort required to use this approach?”, we have the following effort required to generate test cases for the two defined scenarios:

\[
E = E_1 + E_2 + E_3 \\
= 50 \text{ min} + 4 \text{ min} + 3 \text{ min} + 3 \text{ sec} + 3 \text{ sec} \\
= 57.1 \text{ min}
\]

The fault model profile defined in Subsection 8.1.2 was instantiated, based on the scenarios described in Subsection 8.2.2 in order to evaluate the effectiveness of the proposed approach.
- After the obstacle detection interruption, the AGV system does not maintain the data of the path to be followed;

- After the obstacle detection interruption, the AGV system does not finish its mission;

- After receiving initial references and the initial path, the SUT performs an unspecified output;

- An obstacle is overcome in more than 500 ms.

As the specification does not specify lower bounds as time requirements, it not possible to instantiate faults related to clock guard restrictions. As shown in Table 8.2, line 9, 100% of the defined fault model instance is covered by the defined test cases.

8.3 Concluding Remarks

This chapter presented two case studies performed to evaluate the applicability of the proposed approach. The first case study allowed to evaluate the test case generation and execution once an implementation is available. It was not possible to execute test cases for the second case study because there is no implementation available. Even thus, these case studies allowed to realize that the effort spent to generate test cases for checking specific scenarios is minimal when compared to the time spent to perform the entire process, even when interruptions are taken into account. Another strength of the work is the automation of some parts of the test process such as test case generation and evaluation of the results given that the logs have been generated. However, some points of improvements were identified such as the development of algorithms to translate the TIOSTS test case into C code in order to reduce the time spent to execute test cases.
Chapter 9

Concluding Remarks

This chapter summarizes the main results of this work and presents some suggestions for future work.

9.1 Conclusions

The main objective of this thesis was to provide an approach to conformance testing of real-time systems based on the use of a symbolic model that abstracts both time and data in order to broaden the application of conformance testing in this field. This thesis also presented a conformance testing theory to deal with the model proposed and described how test cases can be generated. Moreover, interruption testing of real-time systems was taken into account. For this, as a result of an initial investigation, an approach to conformance testing of non-real-time reactive systems with interruptions was proposed.

Considering the research questions defined in Chapter 1, the following results were achieved:

Research Question 1  In which ways can we extend the symbolic model-based testing theory to be able to test real-time systems in an accurate manner?

In order to answer this first research question a new symbolic model-based testing approach was proposed by combining symbolic transition systems \[108\] with timed automata \[5\]. Thus, the proposed model can handle both data and time requirements symbolically (see
Chapter 5). Furthermore, a conformance testing framework is proposed in Chapter 6 along with algorithms for test case generation.

**Research Question 2** In a real-time symbolic model-based testing context, how can we provide models to be able to specify and test asynchronous events such as interruptions in an accurate manner?

In order to answer this second research question an initial investigation was performed in the context of non-real-time reactive systems. As a result, Chapter 3 presented a complete conformance testing approach for reactive systems. This work intended to investigate interruptions in a simple context. Considering the interruption testing of real-time systems, Chapter 7 presented a strategy based on the proposed symbolic model-based conformance testing approach to specify and test interruptions.

**Research Question 3** In a real-time symbolic model-based testing context, is it possible to provide an automated oracle?

As discussed in Chapter 2, an oracle is a mechanism composed of a result generator and a comparator. In an automated oracle these two activities are fully automated. As the test cases generated by our approach describes all outputs allowed by specifications, the first activity of an oracle is automatically performed. According to what was discussed in Section 6.3 each execution of an implementation produces a log that describes the executed scenario. Next, this log is compared to the test case in order to emit a verdict. As this comparison is automatically performed (see Chapter 8), we can state that an automated oracle was provided by our approach. But it is important to remark that the test process is not completely automated, since TIOSTS test cases are manually translated into C code.

In summary, this thesis provides the following contributions:

1. An approach to conformance testing of reactive systems with interruptions and a tool to facilitate the practical application of the proposal;

2. A complete review of relevant work on conformance testing of real-time systems, described in Chapter 4 that resulted in the identification of some open problems.
3. A new conformance testing approach to real-time systems, where the SUT is modelled using a symbolic model that abstract both time and data;

4. A test case generation process based on symbolic execution and constraint solving for the data aspects combined with symbolic analysis of timed aspects.

5. A prototype tool implementing all algorithms of the test case generation process, which is essential in the generation of test cases from symbolic models.

6. A strategy to interruption testing of real-time systems along with a way of defining test purposes in order to check specific interruptions;

7. An initial test architecture including automatic ways of test execution and reliable verdicts achievements.

8. Results of case studies involving the use of the proposed work that show the feasibility of the practical application of the proposal.

Considering the related work presented in Chapter 4, all tables are presented here again in order to compare the related work with our approach. Table 9.1 shows that our approach generates test cases in an offline way using test purposes as test case selection strategy, there is tool support based on TIOSTS specification language, and quiescence is not taken into account. Table 9.2 shows that the tioco conformance relation is adopted and only deterministic specifications are taken into account along with input-complete implementations. Table 9.3 presents that our approach deals with analogue-time models and it is able to generate both instantiated and abstract test cases, considering that the CVC3 SMT Solver can be used to instantiate abstract test cases. Furthermore, our approach allows the specification of synchronous and asynchronous events and provides an automated oracle.

### 9.2 Future Work

With the completion of this work, there are several opportunities for future work. Next, some ideas are described:
### Take quiescence into account:
In practice, tests observe the behaviour of the system and the absence of outputs. Then, an important future work is to extend the proposed conformance testing approach to deal with quiescence;

### Take internal actions into account:
Although the TIOSTS definition allows the specification of internal actions, the developed algorithms do not treat internal actions;

### Deal with non-input-complete implementations:
Practically all reviewed approaches assume the input-completeness of the implementation. The intention of this future work

#### Table 9.1: Comparison with Related Work

<table>
<thead>
<tr>
<th>Work</th>
<th>Test Case Generation</th>
<th>TP</th>
<th>Tool</th>
<th>Spec. Language</th>
<th>Quiesc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardell-Oliver</td>
<td>offline</td>
<td>yes*</td>
<td>Essex*</td>
<td>TIOlTS</td>
<td>no</td>
</tr>
<tr>
<td>En-Nouaary et al.</td>
<td>offline</td>
<td>yes</td>
<td>no</td>
<td>deterministic and output urgent TAIO</td>
<td>no</td>
</tr>
<tr>
<td>Li et al.</td>
<td>offline</td>
<td>yes</td>
<td>no</td>
<td>RT Statecharts</td>
<td>no</td>
</tr>
<tr>
<td>Khoumsi</td>
<td>offline</td>
<td>yes</td>
<td>no</td>
<td>non-deterministic TIOSA</td>
<td>no</td>
</tr>
<tr>
<td>Briones and Brinksma</td>
<td>offline</td>
<td>no</td>
<td>no</td>
<td>TIOlTS</td>
<td>yes</td>
</tr>
<tr>
<td>Bohnenkamp and Belinfante</td>
<td>online</td>
<td>yes</td>
<td>yes*</td>
<td>non-deterministic safety TAIO</td>
<td>yes</td>
</tr>
<tr>
<td>Bodeveix et al.</td>
<td>offline</td>
<td>yes</td>
<td>no</td>
<td>a kind of TAIO</td>
<td>no</td>
</tr>
<tr>
<td>Larsen et al.</td>
<td>online</td>
<td>yes</td>
<td>TRON</td>
<td>TAIO (with guards on locations and transitions)</td>
<td>no</td>
</tr>
<tr>
<td>Hessel et al.</td>
<td>offline</td>
<td>yes</td>
<td>CoVer</td>
<td>deterministic and output urgent TAIO</td>
<td>no</td>
</tr>
<tr>
<td>Merayo et al.</td>
<td>offline</td>
<td>no</td>
<td>no</td>
<td>non-deterministic TEFSM</td>
<td>no</td>
</tr>
<tr>
<td>Krichen and Tripakis</td>
<td>offline and online</td>
<td>yes</td>
<td>TTG*</td>
<td>partially-observable and non-deterministic TAIO</td>
<td>no</td>
</tr>
<tr>
<td>Zheng et al.</td>
<td>offline</td>
<td>yes*</td>
<td>TROMLAB*</td>
<td>TEFSM</td>
<td>no</td>
</tr>
<tr>
<td>David et al.</td>
<td>offline</td>
<td>yes</td>
<td>TIGA</td>
<td>TIOGA</td>
<td>no</td>
</tr>
<tr>
<td>Adjir et al.</td>
<td>offline</td>
<td>yes</td>
<td>TINA</td>
<td>Prioritized Time Petri Nets</td>
<td>no</td>
</tr>
<tr>
<td>Styp et al.</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>STA</td>
<td>no</td>
</tr>
<tr>
<td>Timo et al.</td>
<td>offline</td>
<td>yes</td>
<td>no</td>
<td>VDTA</td>
<td>no</td>
</tr>
<tr>
<td>Andrade</td>
<td>offline</td>
<td>yes</td>
<td>yes</td>
<td>TIOSTS</td>
<td>no</td>
</tr>
</tbody>
</table>
is to investigate how this assumption could be discarded;

**Deal with non-deterministic models:** the intention here is to extend the approach proposed in this thesis to deal with non-deterministic models;

**Propose generic fault models:** fault models based on approaches that use region clocks such as the work presented in [48; 1] cannot be completely reused in a context where zones are used because of the higher abstraction level. Then, this issue must be better investigated;

**Generate test cases based on coverage criteria:** this thesis proposes a test selection approach based on test purposes, but there are other approaches to test case selection such as selection based on coverage criteria;

**Deal with more data types:** investigate techniques such as abstract interpretation in order to deal with more data types;

**Improve the test execution activity:** the test case execution can be improved by automating the translation of TIOSTS test cases into C code. In this case, the time spent in the test case execution activity can be decreased;

**Execution of test cases in other platforms:** the intention is to extend the work proposed in this thesis to allow the execution of test cases in other environments besides FreeRTOS;

**Develop a fully integrated environment for testing real-time systems:** it is important to integrate the test case generation tool with the test execution tools in order to provide a complete environment to generate and execute test cases;

**Perform new case studies:** since a complete environment for test case generation and execution is proposed as a future work, it is essential to perform new case studies in order to evaluate the applicability of the work.
<table>
<thead>
<tr>
<th>Work</th>
<th>Conf. Relation</th>
<th>Specification</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardell-Oliver</td>
<td>trace equivalence</td>
<td>input-complete and must have more states than the implementation.</td>
<td>input-complete</td>
</tr>
<tr>
<td>En-Nouaary et al.</td>
<td>trace equivalence</td>
<td>input-complete and must have the same number of locations as the implementation.</td>
<td>input-complete</td>
</tr>
<tr>
<td>Li et al.</td>
<td>no conformance relation is defined</td>
<td>assumptions are not discussed</td>
<td>assumptions are not discussed</td>
</tr>
<tr>
<td>Khoumsi</td>
<td>timed trace inclusion</td>
<td>input-complete</td>
<td>input-complete</td>
</tr>
<tr>
<td>Briones and Brinksma</td>
<td>ioco with quiescence</td>
<td>input-complete</td>
<td>input-complete*</td>
</tr>
<tr>
<td>Bohnenkamp and Belinfante</td>
<td>ioco with quiescence</td>
<td>input-complete</td>
<td>input-complete</td>
</tr>
<tr>
<td>Bodeveix et al.</td>
<td>no conformance relation is defined</td>
<td>assumptions are not discussed</td>
<td>assumptions are not discussed</td>
</tr>
<tr>
<td>Larsen et al.</td>
<td>timed trace inclusion</td>
<td>deterministic and input-complete</td>
<td>input-complete</td>
</tr>
<tr>
<td>Hessel et al.</td>
<td>timed trace inclusion</td>
<td>deterministic, input-complete, and output urgent</td>
<td>input-complete</td>
</tr>
<tr>
<td>Merayo et al.</td>
<td>there are several conformance relations</td>
<td>input-complete</td>
<td>input-complete</td>
</tr>
<tr>
<td>Krichen and Tripakis</td>
<td>tioco</td>
<td>no restriction on input-completeness</td>
<td>input-complete</td>
</tr>
<tr>
<td>Zheng et al.</td>
<td>no conformance relation is defined</td>
<td>assumptions are not discussed</td>
<td>assumptions are not discussed</td>
</tr>
<tr>
<td>David et al.</td>
<td>tioco</td>
<td>input-complete</td>
<td>input-complete</td>
</tr>
<tr>
<td>Adjir et al.</td>
<td>timed trace inclusion</td>
<td>deterministic, input-complete, and output urgent</td>
<td>deterministic, input-complete, and output urgent</td>
</tr>
<tr>
<td>Styp et al.</td>
<td>stioco</td>
<td>non-deterministic</td>
<td>input-complete</td>
</tr>
<tr>
<td>Timo et al.</td>
<td>tvco</td>
<td>assumptions are not discussed</td>
<td>assumptions are not discussed</td>
</tr>
<tr>
<td>Andrade</td>
<td>tioco</td>
<td>deterministic and no restriction on input-completeness</td>
<td>input-complete</td>
</tr>
</tbody>
</table>

Table 9.2: Comparison with Related Work
### Table 9.3: Comparison with Related Work

<table>
<thead>
<tr>
<th>Work</th>
<th>Time</th>
<th>Test Cases</th>
<th>Communication</th>
<th>Oracle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardell-Oliver</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>En-Nouaary et al.</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Li et al.</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Khoumsi</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Briones and Brinksma</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Bohnenkamp and Belinfante</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>automated</td>
</tr>
<tr>
<td>Bodeveix et al.</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Larsen et al.</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>automated</td>
</tr>
<tr>
<td>Hessel et al.</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Merayo et al.</td>
<td>digital-time model</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Krichen and Tripakis</td>
<td>digital and analogue-time models*</td>
<td>instantiated</td>
<td>synchronous</td>
<td>automated</td>
</tr>
<tr>
<td>Zheng et al.</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>David et al.</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Adirj et al.</td>
<td>analogue-time model (internally the model is digitised)</td>
<td>instantiated</td>
<td>synchronous</td>
<td>partial</td>
</tr>
<tr>
<td>Styp et al.</td>
<td>analogue-time model</td>
<td>undefined</td>
<td>synchronous</td>
<td>undefined</td>
</tr>
<tr>
<td>Timo et al.</td>
<td>analogue-time model</td>
<td>undefined</td>
<td>synchronous</td>
<td>undefined</td>
</tr>
<tr>
<td>Andrade</td>
<td>analogue-time model</td>
<td>instantiated</td>
<td>synchronous and asynchronous</td>
<td>automated</td>
</tr>
</tbody>
</table>
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Appendix A

Proofs

Proof of Theorem 3.1

Proof of soundness:

According to Definition 3.7 a test suite is sound if all of its test cases are sound. Furthermore, a test case $TC$ is sound for $S$ and $conf$ if $\forall SUT$,

$$SUT conf S \Rightarrow \neg(TC \text{ may reject } SUT).$$

Using the contraposition principle, we need to prove that if a test case $TC$ may reject a SUT (implementing the specification $S$), then $\neg(SUT conf S)$. Thus, we need to prove that $\forall SUT$,

$$TC \text{ may reject } SUT \Rightarrow \neg(SUT conf S).$$

By Definition 3.6 we need to prove that $\forall SUT$,

$$\exists \sigma \in \text{Traces}(TC \ || \ SUT) : \text{verdict}(\sigma) = \text{Fail} \Rightarrow \neg(SUT conf S).$$

Let SUT be an arbitrary implementation such that $\exists \sigma \in \text{Traces}(TC \ || \ SUT) : \text{verdict}(\sigma) = \text{Fail}$. Then, let $\sigma = [a_1] \omega_1 [a_2] \omega_2 \ldots [a_n] \omega_n \in ([A]L)^*$ be the trace corresponding to the interaction between $TC$ and SUT until the verdict $\text{Fail}$ is emitted. Also, let $\sigma_{n-1} = [a_1] \omega_1 [a_2] \omega_2 \ldots [a_{n-1}] \omega_{n-1}$ be a trace excluding $[a_n] \omega_n$. According to the verdicts definition (page 16), if a $\text{Fail}$ is emitted then $[a_n] \omega_n$ is an output action. Thus, $Out(\text{SUT after } \sigma_{n-1}) \neq \emptyset$ because $[a_n] \omega_n \in Out(\text{SUT after } \sigma_{n-1})$.

Since $\text{Fail}$ is obtained, $[a_n] \omega_n \notin Out(S \text{ after } \sigma_{n-1})$. Hence, $Out(\text{SUT after } \sigma_{n-1}) \nsubseteq Out(S \text{ after } \sigma_{n-1})$ and consequently $\neg(SUT conf S)$. 
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Then, $\forall SUT$, $TC$ may reject $SUT \Rightarrow \neg(SUT \text{ conf } S)$ and, consequently,

$$\forall TC \forall SUT, TC \text{ may reject } SUT \Rightarrow \neg(SUT \text{ conf } S).$$

**Proof of exhaustiveness:**

For proving that the test suites generated by LTS-BT are exhaustive, we need to prove that for every non-conforming SUT there is a test purpose $TP$ and a way of generating a test case $TC$ from $S$ and $TP$, such that $TC$ may reject SUT.

According to Definition [3.7] a test suite is exhaustive for $S$ and $\text{conf}$ if $\forall SUT$,

$$\neg(SUT \text{ conf } S) \Rightarrow \exists TC : TC \text{ may reject } SUT.$$

By Definition [3.3] if $\neg(SUT \text{ conf } S)$ then there is a trace $\sigma = [a_1]\omega_1 [a_2]\omega_2 \ldots [a_{n-1}]\omega_{n-1} [a_n]\omega_n \in \text{Traces}(S)$ and an output action $[a_{n+1}]\omega_{n+1} \in \{A \setminus \{\text{steps, conditions, begin\text{-}interruption}_X\}\}L_O$ such that

$$[a_{n+1}]\omega_{n+1} \in \text{Out}(S \text{ after } \sigma) \text{ and } [a_{n+1}]\omega_{n+1} \notin \text{Out}(S \text{ after } \sigma).$$

Let $[a'_{n+1}]\omega'_{n+1}$ be the correct output action such that $[a'_{n+1}]\omega'_{n+1} \in \text{Out}(S \text{ after } \sigma)$. Thus, $\sigma$ and $[a'_{n+1}]\omega'_{n+1}$ can be used to define the following $TP$:

"$\omega_1 \omega_2 \ldots \omega_{n-1} \omega_n ; \omega'_{n+1}; \text{Accept}".$

Finally, a test case $TC$ is generated based on $S$ and the defined $TP$. Thus, during the test case execution the SUT produces $[a_{n+1}]\omega_{n+1}$ instead of $[a'_{n+1}]\omega'_{n+1}$. In this case, a $\text{Fail}$ verdict is emitted as expected. Hence, $TC$ may reject SUT according to Definition [3.6] $\square$
Proof of Theorem 6.7

Proof of soundness:

Let \([TC]\) = \(\langle S, S^0, \text{Act}, T \rangle\) be the TIO LTS semantics of the test case \(TC = \langle V, P, \Theta, L, \nu, \Sigma, C, T \rangle\). According to Definition 6.9 a test suite is sound if all of its test cases are sound. Furthermore, a test case \(TC\) is sound for \(S\) and \(tioco\) if \(\forall I,\)

\[
I \ tioco \ S \Rightarrow \neg (TC \ may \ reject \ I). \]

Using the contraposition principle, we need to prove that if a test case \(TC\) may reject \(I\) (implementing the specification \(S\)), then \(\neg (I \ tioco \ S)\). Thus, we need to prove that \(\forall I,\)

\[
TC \ may \ reject \ I \Rightarrow \neg (I \ tioco \ S). \]

By Definition 6.8 we need to prove that \(\forall I,\)

\[
\exists \sigma \in \text{Traces}([TC]) \ || \text{ObservableTraces}(I) : \text{verdict}(\sigma) = \text{Fail} \Rightarrow \neg (I \ tioco \ S). \]

Let \(I\) be an arbitrary implementation such that \(\exists \sigma \in \text{Traces}([TC]) \ || \text{ObservableTraces}(I) : \text{verdict}(\sigma) = \text{Fail}\). Then, let \(\sigma = a_1 a_2 \ldots a_n \in (\text{Act} \setminus \Lambda)^*\) be the trace corresponding to the interaction between \([TC]\) and an observable behaviour of \(I\) until the verdict \(\text{Fail}\) is emitted. Also, let \(\sigma_{n-1} = a_1 a_2 \ldots a_{n-1}\) be a trace excluding \(a_n\). According to the verdicts definition (Section 6.3), if a \(\text{Fail}\) is emitted then \(a_n\) is either an output action or a time-elapsing action. Thus, \(\text{Out}(I \ after \ \sigma_{n-1}) \neq \emptyset\) because \(a_n \in \text{Out}(I \ after \ \sigma_{n-1})\).

Since \(\text{Fail}\) is obtained, \(a_n \notin \text{Out}(S \ after \ \sigma_{n-1})\). Hence, \(\text{Out}(I \ after \ \sigma_{n-1}) \nsubseteq \text{Out}(S \ after \ \sigma_{n-1})\) and consequently \(\neg (I \ tioco \ S)\).

Then, \(\forall I, TC \ may \ reject \ I \Rightarrow \neg (I \ tioco \ S)\) and, consequently,

\[
\forall TC \forall I, TC \ may \ reject \ I \Rightarrow \neg (I \ tioco \ S). \]

Proof of exhaustiveness:

For proving that the test suites generated by our approach are exhaustive, we need to prove that for every non-conforming \(I\) there is a test purpose \(TP\) and a way of generating a test case \(TC\) from \(S\) and \(TP\), such that \(TC\) may reject \(I\).

According to Definition 6.9 a test suite is exhaustive for \(S\) and \(tioco\) if \(\forall I,\)

\[
\neg (I \ tioco \ S) \Rightarrow \exists TC : TC \ may \ reject \ I. \]
By Definition \[6.2\] if \(\neg (I \tioco S)\) then there is a trace \(\sigma = a_1 a_2 \ldots a_{n-1} a_n \in ObservableTraces(S)\) and an output event \(a_{n+1}\) (i.e., an output action or time-elapsing action) such that
\[
a_{n+1} \in Out(I \text{ after } \sigma) \text{ and } a_{n+1} \notin Out(S \text{ after } \sigma).
\]

Let \(a'_{n+1}\) be the correct output event such that \(a'_{n+1} \in Out(S \text{ after } \sigma)\). Thus, \(\sigma\) and \(a'_{n+1}\) can be used to define a \(TP\) with the path “\(a_1 a_2 \ldots a_{n-1} a_n a'_{n+1}\)” leading to an \(Accept\) location.

Finally, a test case \(TC\) is generated based on \(S\) and the defined \(TP\). Thus, during the test case execution \(I\) produces \(a_{n+1}\) instead of \(a'_{n+1}\). In this case, a \textbf{Fail} verdict is emitted as expected. Hence, \(TC\) may reject \(I\) according to Definition \[6.8\]
Appendix B

TIOSTS Models

This appendix presents all TIOSTS models automatically generated by the prototype tool during the execution of the case studies described in Chapter 8.

B.1 TIOSTS Models of the Burglar Alarm System Case Study
Figure B.1: Burglar Alarm System Specification
Figure B.2: Test Purpose

Figure B.3: Completed Test Purpose
Figure B.4: Synchronous Product
Figure B.5: Test Case 01
B.1 TIOSTS Models of the Burglar Alarm System Case Study

Figure B.6: Test Case 02
Figure B.7: Test Case 03
B.2 TIOSTS Models of the Automatic Guided Vehicle System Case Study

Figure B.8: Test Purpose TP1
Figure B.9: Automatic Guided Vehicle System Specification
Figure B.10: Synchronous Product between AVG System Specification and Test Purpose TP1
Figure B.11: Test Case of the First Scenario
Figure B.12: Test Purpose TP2

Figure B.13: Completed Test Purpose TP2
Figure B.14: Synchronous Product between AVG System Specification and Test Purpose TP2
Figure B.15: Test Case of the Second Scenario